IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 31, NO. 5, SEPTEMBER 2016

3473

Optimal Charging Schedule for a Battery Switching
Station Serving Electric Buses

Pengcheng You, Student Member, IEEE, Zaiyue Yang, Member, IEEE, Yongmin Zhang, Student Member, IEEE,
Steven H. Low, Fellow, IEEE, and Youxian Sun

Abstract—We propose a model of a battery switching station
(BSS) for electric buses (EBs) that captures the predictability of
bus operation. We schedule battery charging in the BSS so that
every EB arrives to find a battery ready for switching. We de-
velop an efficient algorithm to compute an optimal schedule. It uses
dual decomposition to decouple the charging decisions at different
charging boxes so that independent subproblems can be solved in
parallel at individual charging boxes, making the algorithm inher-
ently scalable as the size of the BSS grows. We propose a direct pro-
jection method that solves these subproblems rapidly. Numerical
results illustrate that the proposed approach is far more efficient
and scalable than generic algorithms and existing solvers.

Index Terms—BSS, EB-to-charging-box assignment, dual de-
composition, direct projection method.

I. INTRODUCTION

OWER system of the future will be more sustainable, pro-

mote extensive demand response, and support electric ve-
hicles (EVs) and other distributed energy resources [1]. In par-
ticular, EV growth is both a challenge and an opportunity for the
power grid as EVs are very large but flexible loads. Unregulated
charging may add great stress to the distribution grid [2]; how-
ever, well-scheduled charging can provide great benefits, e.g.,
peak clipping and valley filling [3].

As a special form of EVs, electric buses (EBs) are gaining
popularity [4]-[6]. The growth is particularly rapid where there
is heavy government promotion as in China [7]-[9]. Unlike pas-
senger cars, public transport such as EBs cannot park for a long
time to charge their batteries. Battery switching is a more suit-
able approach that can switch the battery of an EB in a few
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minutes. The unloaded batteries are then charged in the bat-
tery switching station (BSS). In [10], the economic feasibility
of EBs in combination with BSSs has been verified. There is a
growing literature on BSSs, e.g., [10]-[16]. In [11], a new busi-
ness model for a microgrid-based BSS is put forward. An op-
timal dispatching strategy of a microgrid containing BSSs, wind
generators, photovoltaic systems, fuel cells, micro turbines and
diesel generators is given, considering battery and charger con-
straints. [ 12] proposes the use of batteries in a BSS as a counter-
measure for surplus electricity from photovoltaics. [13] studies
the impact of the location and size of a BSS on EV penetration
and security of the distribution grid. Similarly, [14] describes
a model for identifying the optimal geographic locations for
BSSs and investigates how to best stage the roll-out of BSSs in
Australia over an extended time period. Charging infrastructure
for EVs is also developing fast to support the construction of
BSSs, e.g., the functionality of a commercialized fast charger
for a lithium-ion EV battery is presented in [15]. Since BSSs
can operate as either an electrical load or an energy source, [16]
analyses the behavior of an Autonomous Power System (APS)
with a high penetration of generators based on renewable energy
sources where BSSs are used for both EV charging and energy
management purposes. However, to the best of our knowledge
there has been little effort on the optimal scheduling of battery
charging inside a BSS, the focus of the present paper.

While there has been much work on charging schedules for
generic EVs, the scheduling problem for EBs has an impor-
tant difference. Unlike passenger cars that typically spend most
of their time parking or taxis whose driving patterns are hard
to predict, a bus usually has a tight driving schedule and fol-
lows a fixed route. Battery charging in a BSS must be sched-
uled so that every EB that arrives will find a battery ready for
switching. While this seems very stringent, the relatively deter-
ministic routine of EBs also means that when an EB needs its
battery switched can be well predicted in advance, perhaps from
historical data. In this paper we propose a model that exploits
this feature and an efficient algorithm to compute an optimal
charging schedule for a large BSS.

As we will see below, our goal is to schedule the battery
charging in a BSS in a way that minimizes energy cost and bat-
tery degradation, taking into account real-time electricity prices,
the state of charge (SOC) of returned batteries from EB arrivals,
the exact times of EB arrivals and the maximum power the BSS
can draw from the grid at any time. In practice these parameters
may vary over time with uncertainty. A common strategy to deal
with the uncertainty is to apply a receding-horizon framework,
which contains two parts. First, assume all future parameters
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are known (e.g., forecasts from historical data) and solve a de-
terministic scheduling problem. Second, update the parameters
(forecasts) in real time as more information becomes available
and re-solve the scheduling problem. Under this framework the
deterministic scheduling problem must be solved repeatedly.
Meanwhile, a finer time scale renders a better approximation
of real-time systems, but also increases the scale of the sched-
uling problem. Therefore, an efficient algorithm is important es-
pecially for large-scale BSSs. This paper concerns the first part
where we develop such an algorithm, assuming the relevant pa-
rameter values are given. Though some generic algorithms and
existing solvers could also solve the scheduling problem, as we
illustrate through numerical examples, the proposed algorithm
is more efficient and scales much better as the size of the sched-
uling problem grows.

We now summarize our main contribution. The scheduling
problem formulated here is a convex program with constraints
that couple the charging decisions of all charging boxes in a BSS
and across all times, making a direct solution inefficient. The
computational efficiency of our solution is due to two features
of our design. First, standard dual decomposition [17]-[21] is
applied to decouple the charging decisions of different charging
boxes. This decomposes the overall problem into a set of spa-
tially decoupled local subproblems that can be solved indepen-
dently, given a coordination signal. This leads to a distributed
algorithm [22]-[28] that can be executed in parallel at each
charging box within the BSS. Our algorithm is therefore in-
herently scalable as the size of the BSS grows. Second, each
local subproblem solves for the optimal charging decisions of
one charging box over the entire time horizon based on given
(forecasted) parameter values. Instead of resorting to generic
convex optimization techniques, we exploit the structure of our
problem to develop a much faster direct projection method.

The remainder of this paper is organized as follows. We de-
scribe the system model and formulate our optimal scheduling
problem in Section II. We develop our solution in Section III and
illustrate in Section IV its computational efficiency through nu-
merical examples. Finally, we conclude in Section V.

II. MODEL AND OPTIMAL CHARGING SCHEDULE

We first describe the scenario we study in this paper, which
motivates our formal model. We then formulate the optimal
scheduling problem for an EB BSS.

We generally use bold letters to denote vectors, e.g., p denotes
avector p = [plliet ccc and p! denotes a scalar.

A. Scenario and Assumptions

We consider a single BSS and its operation over a finite
horizon, e.g., five hours. An important feature of a bus service
is that each bus usually has a fixed route and more or less
follows a tight schedule. Its routine is relatively predictable.
In particular when it will need its battery switched can be
predicted in advance, perhaps from historical data. We will
hence adopt a deterministic model where the sequence of EB
arrivals at the BSS is known in advance.

As an EB system is often standardized, we assume that all
EB batteries are identical. Typically an EB comes in for battery
switching when its battery's SOC falls below a small threshold
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(e.g., 20% of battery capacity). The unloaded battery is replaced
with a battery that has been charged to a sufficiently high SOC
(e.g., 90% of battery capacity); we refer to it as a fully-charged
battery. The returned battery takes the place of the fully-charged
battery in the charging box. Its charging process starts imme-
diately and continues until its SOC exceeds the high threshold
(becomes fully charged) and an EB arrival is assigned to this
charging box for battery switching. Therefore, the total number
of batteries in the BSS remains constant. We assume battery
switching time is negligible compared with battery charging
time.

Since the arrival times of the EBs at the BSS are determin-
istic, every returned battery has a similar (low) SOC and will be
switched by a battery with a similar (high) SOC, we can assign
in advance every EB to a charging box for battery switching and
seek an optimal charging schedule that can support this pre-de-
termined EB-to-charging-box assignment. An assignment, e.g.,
round-robin among the charging boxes, can be supported by a
charging schedule if, under the charging schedule, every EB ar-
rives at its assigned charging box to find a fully-charged battery.

An alternative approach is to assign an EB to a charging box
only when it arrives at the BSS and the assignment depends
on the SOC of all batteries in the BSS. This online assignment
policy is more flexible, but greatly complicates the optimization
of the charging schedule. We have adopted a pre-determined
assignment both because EB routines are relatively predictable
and because a pre-determined assignment creates a simple en-
vironment in which the schedule can be optimized. Under such
a pre-determined assignment, each charging box knows its own
EB arrival sequence in advance.

We now describe a formal model that captures the essence of
this scenario.

B. BSS Model

Consider a discrete time horizon T 2 {1,2,...,7}, and a
BSS consisting of a set C = {1,2,...,C} of charging boxes.
At any time slot ¢ each charging box ¢ contains one battery and
is responsible for its charging. For each charging box ¢ € C,
there is a deterministic and known sequence of A, EB arrivals,
A, 2 {(tear7h,), a = 1,2,..., A}, where t., € T is the
arrival time of the ath EB at charging box ¢ and 7, is the SOC
of its battery on arrival. Note that ¢.o = 0 and 77}, is the SOC of
the initial battery in charging box ¢. We will also use the notation
ca to refer to the battery prepared for EB arrival o at charging
box c.

Our goal is to design a charging schedule under which every
EB o that arrives at its pre-assigned charging box ¢ will find
a fully-charged battery ready for switching. Immediately after
time slot £.(,-1), @ = 1,..., A, i.e., the initial time 0 or the
time of EB arrival (¢ — 1) at charging box ¢, the total time
available to charge the battery ca is teq — to(a—1), i.€., until
EB arrival a at charging box ¢. Denote this interval by T, =
{tc(a,l), tea-yt 1, oy tea— 1}. The basic setup is illustrated
in Fig. 1.

Whether there is a feasible schedule and how to compute an
optimal schedule among all feasible schedules depend on our
design objective and how charging power of different charging
boxes at different time slots are coupled, as we now explain.
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Fig. 1. Basic setup.

C. Constraints

Let p% denote the charging power of charging box ¢ at time
slot £, which is the control variable. In this paper, we ignore the
vehicle-to-grid (V2G) service. Then for charging box ¢ we have

Oépi Spa,max, te -[I—,CE C (1)

where p. max is the maximum charging power of charging box
c.
The total charging load of the BSS must be upper bounded:

dopl<It teT @)
ceC

where L' is the maximum allowable load of the BSS at time slot
t. This is to avoid overloading the distribution grid. We allow
the limit I to vary over time to help realize peak shaving and

valley filling.
We assume a simple linear battery SOC dynamic. For battery
ca,c € C,a=1,..., A, its SOC evolves according to:
ﬂz;rl - T&'za + ’7cpi7 te Tea

where 77, is the SOC of battery ca at time slot ¢, and v, € (0, 1]
denotes the charging efficiency of charging box ¢. Then the final
SOC of that battery when it is handed over to the corresponding
EB is
7T2a+ Z Yepl, c€C, a=1,..., A,
tETea

where 72, is the initial SOC of battery ca, and 7, = Tea-1)-
We require that its final SOC exceed a threshold 7 and not ex-
ceed the battery capacity II, i.e.,

r<al+ > vpt<I, ceC, a=1,...
te€T ca

Ac (3)

D. Costs

The goal of the BSS is to minimize the following costs:

1) Electricity cost. Suppose the BSS purchases electricity
from the real-time market, and let §* be the real-time price
at time slot £. For simplicity, 8 is assumed to be known in
advance, e.g., estimated from historical data.

2) Battery degradation. It is well known that different
charging power will cause different degrees of battery
degradation. Typically, the larger the charging power
is, the more severe the degradation will be. Previous
studies show that battery degradation can be modeled as a
quadratic function [29] or a piecewise linear function [30]
of charging power. We adopt a more general model where
battery degradation is a strictly convex and monotonically
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increasing function of charging power, i.e., D(pt). The
strict convexity of D( - ) implies monotonically increasing
marginal battery degradation, i.e., D"(-) > 0.

3) Low battery utilization. Frequent battery switching causes
excessive mechanical wear and tear. Thus, a battery should
be charged as close to its capacity as possible before loaded
onto an EB. We use the unused battery capacity as a proxy
for this cost:

T/VCCL (pca) 2 Ir— (71’3(1 —+ Z ’chct:> (4)

te-l]—ca

&

¢
where p,_, pilieT., -

E. Optimal Charging Schedule

The scheduling problem for the BSS can be summarized as:
control the charging power of all charging boxes over all time
slots, so that the total cost of the BSS is minimized subject to
constraints (1), (2) and (3). That is,

Primal problem

Ac
m}'}n Z Z <0t pi + aD (pi)) + BZ VVCCE (pca)

ceC LteT a=1

s.t. (1)(2)(3) (%)

where p £ [PL]icT cec and a, B > 0 are both constant weights.

We make the following assumption:

Assumption 1: The primal problem is feasible.

An immediate implication of this assumption is that there
is no duality gap between the primal problem (5) and its La-
grangian dual.

III. OUR SOLUTION

A. Dual Decomposition

The constraint (1) is completely decentralized, the constraint
(2) couples the charging decisions p’, of all charging boxes, and
the constraint (3) couples the charging decisions across time.
Our algorithm decouples the charging decisions of different
charging boxes, so that (5) can be solved by multiple charging
boxes in parallel, greatly improving the scalability of the
solution. Our solution strategy is as follows. First we define
the (partial) dual problem where the constraint (2) is relaxed.
We then apply the standard first-order primal-dual algorithm
to solve the primal problem (5) and its dual concurrently. As
we will see below, the primal iterations are carried out by the
charging boxes in a distributed manner where each charging
box makes its own decision based on a control signal from a
central agent. The dual iterations are carried out by the central
agent to update the control signal that coordinates the individual
decisions of the charging boxes. See Fig. 2.

Introduce the Lagrange multiplier vector A = [AleeT with
At > 0 for the constraint (2) and the Lagrangian of (5):

A

L) 23 |3 (00t +aD (1)) 435 Wea (9.0)
ceC LteT a=1
s (sr)r
teT ccC
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Fig. 2. Algorithm 1 for solving (5).

The dual function is:

F(

~—

= rrgnﬁ()\,p) s.t. (1),(3)
£ 85 +T (6)

ceC

where T(A) £ 32 24 3(IT— 7%) — ¥ LEA! and

ccC teT
S;(A)2 min [(68" = Bve + A)pL + aD (p)]
pc:(1),(3)

teT

where the notation on the right-hand side means minimization
over p, = [pt]set subject to (1) and (3). Given A, the sub-
problem S, () can be solved by each charging box ¢ indepen-
dently. Moreover, S.(X) can be further decomposed into sub-
problems, each for a single battery:

A
Se) = min 37 D7 [(6" = e+ Appk+aD ()]

:(1),(3
O

A,
> Rea(Aca)
a=1

Note that the subproblems R.,(\..) schedule the battery
charging for EB arrivals a at charging boxes ¢ during the
intervals T.,:

Scheduling subproblem

Rea (Aca) £ 10in 3 [(6F = e + Nl + aD (o])]

(1>

teTea
st < 7wl + Z veph <1 (7a)
€T .0
0<pt < Pemaxs t€ Tea (7b)

where p,_, = [pt]sct., and Aeq = [Ase1,, . The dual problem

is to maximize the dual function (6) over the Lagrange multi-
plier A:
Dual problem
F(A
max (A
st.AF>0, teT (8)

Since there is no duality gap, solving (5) is equivalent to
solving (8). Given a dual optimal solution A*, we can obtain
a primal optimal solution p* by solving local subproblems (7).
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Algorithm 1: Dual algorithm for solving (5)

1 A(0)=0,p(0)=0, k« 0;

2 while A(k) does not converge do

3 charging box: force C, a=1,..., A,
Dea (k) < minimizer in Re, (Aeq (k));

4 BSS: fort € T,

At (k+1) [)\t(k)+u<z pg(k)—Lt>]+;

ceC
5 k+ k+1;
6 end while

We propose to solve (8) by the standard gradient projection
algorithm:

.
Ak +1) = [,\(k:) + V‘Z—f(x(k))]

ME)+v (Z p. (k) — L>

ceC

+

©)

where L 2 [L!];c7, [£]T = max{z,0},and k € N* represents
the iteration index. As long as the step size v > 0 is sufficiently
small, the gradient algorithm will approach a limit point that is
optimal [31].

Specifically our algorithm to solve the optimal scheduling
problem (5) is a standard gradient projection algorithm to solve
its Lagrangian dual (8). It can be carried out iteratively by the
BSS and individual charging boxes. In each iteration k, given
the Lagrange multiplier vector A(k), each charging box ¢ solves
its own scheduling subproblems (7) for the entire time horizon
Teasa=1,..., A, to determine charging power p_(k) for the
next iteration. The BSS updates A(k) to A(k + 1) according to
(9) to coordinate the charging boxes in the next iteration. The
iterations between the BSS and charging boxes continue until
(p(k), A\(k)) converges (approximately) to the global optimal
(p*, X™). This is summarized in Algorithm 1 and illustrated in
Fig. 2.

B. Direct Projection Method: Basic Idea

In Algorithm 1, the update on the dual variables A(k) is
straightforward but centralized. The update on the primal
variables p.,(k) requires solving (7) at every charging box
¢ € C for each EB arrival ¢ = 1,..., A.. Clearly (7) has a
solution since its feasible set is nonempty and compact. Since
(7) is convex with only temporally coupled constraints, it can
in principle be solved using standard convex optimization
techniques. In this section we derive an alternative method
to compute p,, (k) directly instead of iteratively. Compared
with generic algorithms such as the interior point method,
active set method and sequential quadratic programming (SQP)
method, and existing solvers such as MOSEK and SeDuMi,
our algorithm is more efficient and scalable (see case studies
below), making it more suitable for real-time solution of large
BSSs, especially when their parameters are time-varying.

In this subsection we drop the iteration index & to simplify
notation.

Since (7) is convex, the Karush-Kuhn-Tucker (KKT)
condition is necessary and sufficient for optimality. Let
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Teas Ccq b€ the Lagrange multipliers corresponding to
the upper and lower bounds in (7a), respectively, and

€co = [€l]ieT 0o Mea = [MllseT., be those in (7b), respectively.
Then the KKT condition is:
Primal feasibility
(Tea) 70, + Z Yepl — I <0 (10a)
t€T ca
(Cca) @ — 7o, — Z Yeph <0 (10b)
teTC(l
(gé) pi — Pe,max S 07 t S —I]—ca (100)
() 0-pL <0,t€Tey (10d)

Stationarity

- 37c + >\t + aD’ (pi) + YeTea — YeTea T fz - T]Z =0,

te T, (11)
Dual feasibility
Teas Tea > 0 (123.)
Eni>0,t€Te, (12b)
Complementary slackness
Tea (ﬂi)a + > verh - H> =0 (132)
t€T ca
Tea (w Y %pi) =0 (13b)
teT cq
E(PE — Peymax) =0, t € Teq (13¢)
Uz (O - pi) =0,1€T, (13(1)

For each t € T, define the following functions of scalars
Teq and Oy

Ph(eas Oea) = [(D,)1 (M%

& 0

(14a)
/<pc,max)]0
(14b)

Tea T ,B) + gt -+ )\t + OJD,(O)]O
(14c)

gz(Tca70ca) - ['Yc(a'ca — Tca +/3) — et — At —abD

nz(TCa7 aca) - [_’\/c(aca —

where [2]§ = max{min{z, y},0} and [z]y = max{z,0}. The
following theorem expresses the primal variables p,., and the
dual variables (£,,,7,,) in terms of (7.4, 0cq). It is proved in
Appendix A.

Theorem 1: Any scalars (7eq,000) > 0 together with
PTeas 0ca), E(Teas Oca) and NL(Teq, 0cq ) given by (14) satisfy
(10¢), (10d), (11), (12), (13¢) and (13d).

Theorem 1 implies that, to solve the subproblem (7, it is

sufficient to search for a Lagrange mult1p11er pair (72 ca o) >0
such that (77, o) together with pt (7%, ¢%,), €2 (%, 0%, and
ni(rz,, o) given by (14) also satisfy (10a), (10b), (13a), (13b).

Assumption 2: 7w < II.

Tt B) -6 - )\t>]pc’m"“‘
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charging box ¢

Pea (k)= arg Rca (/lca (k)]

N

step 1 step 3

fix 7% =0 and . P
&« * * Pea=Pea (Tca’aca)
search for o, search for 7, .

~ 7

Algorithm 2

step 2
fix o7, =0 and

Fig. 3. Direct projection method for solving (7).

This assumption implies that at least one of 7%, and ., is zero

at optimality This is because, under complementary slackness,

", > 0 implies 7T.:a + Zf@r Yeptt = and 0%, > 0 implies

7l + ZtET Yeptt = 7. Therefore it is impossible to have
both 7}, > 0 and or, > 0 at optimality.

This motivates the following strategy for solving the sched-
uling subproblem (7) for each charging box ¢ € C and each EB
arrivala = 1,..., A.:

Step 1: Fix 7}, = 0. This enforces (13a). Search for ¢,
that (14) satisfies (10a), (10b) and (13b).

If such a ¢, does not exist, go to Step 2. Otherwise, the
optimal Lagrange multiplier pair is (0, o7, ); go to Step 3.

Step 2: Fix ¢, = 0. This enforces (13b). Search for 7,
that (14) satisfies (10a), (10b) and (13a).

If successful, the optimal Lagrange multiplier pair is (77
go to Step 3.

Step 3: Apply (14) to compute the optimal charging power
pi = pc( Tear :a) for¢ € —I]—Cll'

This strategy is illustrated in Fig. 3. We now describe the
search algorithm for Step 1. The search algorithm for Step 2
is similar.

such

such

0);

CCL’

C. Direct Projection Method: Algorithm for Step 1

= 0 and define for scalar o, > 0

hca(a'ca)é Z 7cpz(070'ca)

t€T ca

M *
Fix 77,

From (14) p(0, 0.,) can be expressed as follows:

’ byt _
0, Ceca S aD (0} +6° 4+ X" - By,

Ve
PL(0,0.,) = ¢ (D)1 (W) , otherwise

aD' (pe max ) +0+2 - 8.
Pe,max; Tca > e

Note that the function p’ (0, o,) is piecewise and monotoni-
cally increasing in ., and so is h., (0., ). With the definition
of heo(0ca), the task is turned into searching for a o, > 0 that
satisfies

(15a)

7 —n <h (aca)<Hf7rga
ca [T — (15b)

- hca (Uca)] =0
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There are three possible cases:
» Case 1: solution ¢, does not exist. This is the case if either

> Ve Pemax < T — oy OF heo(0) > 11 — 72, in which
teTC(l
the condition (15a) cannot be satisfied. In this case, go to

Step 2.

* Case 2: (15) is satisfied for ¢, = 0. This is the case if 7
— 79, < heo(0) < T — 7, . Then the optimal Lagrange
multiplier pair is (77, o, ) = (0,0); go to Step 3.

* Case 3: (15) is satisfied for o, > 0. This is the case if
hea(0) < 7 — 70, < heo(or,) < I — 7. Then the
optimal Lagrange multiplier pair is (0, o%,); go to Step 3.

The key is therefore to solve for an ¢, > 0 in Case 3 that

satisfies

healOca) = 7 — 72, . (16)
We can solve (16) efficiently for an ¢}, > 0 by utilizing
the piecewise and monotonic property of h.,(o..). Note
that hq(0c,) is the summation of a number t.(o11) — tea
of pt(0,0c0),t € Te, and each pi(0,0.,) has two
breakpoints. Thus, hca(0cq) has 2(tc(aqy1) — tea) break-
points in total, ie., (aD'(0) + 6 + X — Bv.)/v. and

(aD,(pc,max) + et + )\t - /370)/’70 for t € —I]—ca~ Let

ol c%,....,0N denote all the positive and non-repeated

breakpoints among the 2(f.(,41) — tca) breakpoints, where

N < 2(tca+1) — tea). Then, arrange them in ascending

order, ie, 0 =: o2 < ol < 02 < < oN. If
o¥, = o9 then he(o2,) = heo(0), and if 6%, > o then
hea(02,) = > “YeDe.max- Hence we can use binary search to

quickly locattS:Tacfa between two breakpoints, as detailed from
Line 7 to 18 in Algorithm 2.

The above procedure narrows the range for o, to the in-
terval [%,,, o7, ]. Within this interval, we can readily obtain o,
using the Newton-Raphson method. Once the Lagrange multi-
plier pair (0, o, ) is obtained, the optimal solution [pt*];c7,, to

the subproblem (7) can be evaluated using (14).

IV. NUMERICAL RESULTS

We first study a small BSS with 5 charging boxes in detail and
then scale up the number of charging boxes to 400 to illustrate
scalability.

There are 5 batteries with initial SOCs in a decreasing order:
0.7, 0.68, 0.66, 0.64 and 0.62. We consider a time horizon with
17 time slots. The arrival process of EBs is shown in Fig. 4,
which gives the number of EBs arrivals in each time slot. The
expected initial SOC of every returned battery is randomly
given around 0.2. The real-time prices #°, shown in Fig. 5(a),
are taken from the RTP program in Singapore from 6 a.m.
to 11 p.m. on September 18, 2014. The maximum allowable
loads Lt are given accordingly in Fig. 5(b). We use a quadratic
function for battery degradation: D(pt) = 0.5pt”. The battery
capacity is set at 139.68 kWh (388 V, 360 Ah) for all batteries.
Other parameters are listed in Table I. All simulation results
are obtained by MATLAB R2012a running on a laptop PC
with Intel Core i7-3632QM CPU@?2.20 GHz, 8 GB RAM, and
64-bit Windows 8.1 OS.
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Algorithm 2: Step 1 of direct projection method

1 fix 77, = 0;
20 e (0) >TT— 70 or > YePemax < ™ — 7o, then

t€Teq
3 return o, does not exist when 7%, = 0 (go to Step
2);

4 else if he, (0) > 7 — 72, then

5 | return o}, = 0;

6 else

7 [+ 0,7« N;

8 while » — [ > 1 do

9 n <« |3 (I +r)|, where [-] is the floor function;
10 R+ heo (0215

1 if R =7 — 70, then

12 | return o}, =ol,;

13 else if R < m — 70, then

14 | 1< mn;

15 else

16 | 7 mn;

17 end if

18 end while

19 | return o}, = h;l (r —7%), ol € [0l 00,]

20 end if

<
0123456 7 8 9 10111213 14 15 16 17
— — — — — ——> Time slot

Fig. 4. Arrival process of EBs.

The proposed approach converges quickly. This is illustrated
in Fig. 6(a) and (b) for the dual variable A*(k) and primal vari-
ables p(k) at time slot ¢ = 8. The resulting optimal charging
schedule is shown in Fig. 7. When possible, all charging boxes
tend to charge their batteries at low electricity prices. Their
schedules are coordinated through the Lagrange multiplier A
so that those boxes with more stringent deadlines will charge
with a higher priority. On the whole, the load profile of each
charging box evolves moderately with an opposite trend of real-
time prices. Fig. 8 shows the SOC dynamics, where a sudden
fall indicates the occurrence of battery switching. All available
time of each charging interval is fully utilized. The proposed ap-
proach achieves the optimal cost of 506.9 SGD.

For comparison, Fig. 9 shows a greedy charging process
where the batteries are charged as fast as possible until the
full SOC 7, with higher charging power for batteries with
more stringent deadlines. Unlike the proposed approach, this
greedy algorithm results in an intermittent load profile for each
charging box, which means some batteries need to wait for
charging until others finish. It will weaken the BSS's ability
to deal with emergency, e.g., unexpected massive EB arrivals.
The corresponding SOC dynamics are shown in Fig. 10, which
reveals that the greedy algorithm neither makes full use of
low-price periods nor penalizes low battery utilization. The
total cost is 576.1 SGD by the greedy algorithm. Thus through
comparison the proposed approach saves 12% in cost while
fulfilling all battery switching requests of EBs.
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Fig. 5. (a) Real-time prices #*. (b) Maximum allowable loads L*.

TABLE I
PARAMETER SETUP

Parameter | II T Pmax Y (¢ B

Value | 109 03 024 1 1

We then study the scalability of the proposed approach when
we increase the number of the charging boxes in the BSS to 400.
Meanwhile, we consider a finer time scale, e.g., a 5-hour time
window with 5 minutes for each time slot, so the time horizon
covers 60 time slots. Other parameters are scaled up accord-
ingly, but the number of EBs assigned to each charging box re-
mains unchanged. As shown in Fig. 11(a), as the number of the
charging boxes rises, the number of iteration the proposed ap-
proach takes to converge increases almost linearly. The average
time for each iteration varies little because the total number of
EBs assigned to each charging box is unchanged, as shown in
Fig. 11(b).

Fig. 12 compares the proposed approach with the interior
point method, active set method and SQP method in terms of
the total computation time, given the same accuracy require-
ment. The three generic algorithms, realized by their standard
MATLAB solvers, are also combined with dual decomposition
to enable distributed computation, which we refer to as three dis-
tributed algorithms. As seen in Fig. 12, the proposed approach
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Fig. 6. Variables (a) A®*(k) and (b) charging power p& (k) for time slot 8 con-
verge quickly in the iteration number k.
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Fig. 7. Optimal battery charging process p:*. (a) Scheduled charging box 1.
(b) Scheduled charging box 2. (¢) Scheduled charging box 3. (d) Scheduled
charging box 4. (¢) Scheduled charging box 5.
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is far more efficient, which shows the computational advantage
of the direct projection method.

Besides, to show the advantage of distributed and parallel
computation, the proposed approach is also compared with
some centralized algorithms/solvers including the interior point
method!, CVX-supported MOSEK and SeDuMi, which means

IThe active set method and SQP method fail to solve the primal problem (5)
in a centralized manner within a minute, even for a BSS size of 40 charging
boxes.
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directly applying the corresponding approach to the primal
problem (5). In terms of MOSEK and SeDuMi, CVXGEN is
first applied to generate clean, fast and fully-custom code, and
then MOSEK and SeDuMi are selected as the default CVX
solver to address the primal problem (5). The comparison result
is illustrated in Fig. 13, showing that the proposed approach,
which is distributedly computed, is much more efficient and
performs better in scalability.

V. CONCLUSION

In this paper, the optimal schedule of battery charging in a
BSS for EBs is investigated, which aims to fulfill the battery
switching requests of EBs and minimize the total cost of the
BSS. Every EB arrival is assigned to a specific charging box and
we schedule battery charging in the BSS so that every EB arrives
to find a battery ready for switching. The scheduling problem is
formulated as a convex program with both spatially and tem-
porally coupled constraints. To tackle spatially coupled con-
straints, dual decomposition is introduced, which decomposes
the original problem into a series of local subproblems to be
solved separately. In allusion to each subproblem, a direct pro-
jection method is designed. Using the proposed approach, the
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scheduling problem can be addressed efficiently in a distributed
manner.

APPENDIX A
PROOF OF THEOREM 1

Since (14) obviously satisfies (10c), (10d) and (12), we shall
mainly focus on the proofs for (11), (13c) and (13d). It is impor-
tant to notice that when D'( - ) is monotonically non-decreasing,
sois (D')71(-).

For (11), we consider the following 3 cases.

Case 1:

(D’)*l <'76(Uca —Tea +38) — ot — N\
«a

> > DPe,max

pt = Pc,max
= ’Yc(o—ca — Tea + ﬁ) - 0t - >\t - aDl(pc.max) > 0
_’YC(O—ca — Tea + /B) + 9t + >\t + CLDI(O) <0

= {gé = 'Vc(o'ca — Tea +B) -0t — X — aD/(pc,max)
. =0

et - B’Yc + /\t + O.’D, (pf:) + YeTea — Yelca + Ez - r’z
= Ht - /B’YC + /\t + aDl(pc,max) + YeTea — YeOca
+ ’Vc(a-ca — Tea + B) - et - /\t - CVD’(pc,max) -0
=0

Case 2:

Tea + 8) — 01 — N
o

0< (D) ("C("“‘ - ) < e

pt = (D/)fl (’Yc(aca*Tca+5)*917At)

o

= A/c(a'ca_Tca+ﬁ)_0t_>\t_aDl(p ax) <0

(G — Tea + B) + 6 + N+ aD'(0) < 0
D' (pt) = Ye(0ca—TeatF)—6" =2
= fz =0 *
e =0
Hence,

et - »3’7c + )\t + aDI (pi) + YeTea — YeCca + 52 - 772
'Yc(gca — Tea +f3) - et - At
«

= 0" = fr. + A+ -
+ YeTea — YO +0—0
=0
Case 3:
c\Yca = ‘ca _Ht_)\t

= ¢ Ye(Ooa — Tea +8) — 0 — X — aD'(pemax) <0
“Ne(Cea — Tea + B) + 6 + Xt + aD'(0) > 0

=0
{%:—%wm—nfwﬁ+w+v+aﬂw)
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Hence,

6" — B3ve + A +aD' (pi) + YeTea — YeOca + gé - 772
=6 - Brye + A + aD,(O) + YeTea — YeOca + 0
- [77c(0'ca — Tea T ﬁ) + o + % + aD'(O)}
=0

For (13c), we consider the following 2 cases.
Case 1:

'Yc(o'ca — Tea + /B) - 0t - )\t - aD/(pc,max) < 0
= =0
= 5§ (pi 7pc‘max) =0

Case 2:

’Yc(o'ca — Tea +/3) - et - >\t - aD,(pc,max) Z 0
_ _ gt _ ¢t
= (D/)—l (,\/C(aca Tea - IB) b A > > Pec,max

(81
= pi = Pe.max
= 52 (pz - pcﬁmax) =0

For (13d), we consider the following 2 cases.

Case 1:
— YelOca — Tea + B) +0° + X +aD'(0) < 0
=7.=0
= (0-pl)=0
Case 2:

— Ye(Oeu — Tea + B) + 0" + A +aD'(0) > 0
oy 1 (o e 1) PN

(6%
épi:(]
=0t (0-pl)=0

This completes the proof.
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