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Abstract—This paper aims at minimizing economical cost of a
microgrid by jointly scheduling various devices, e.g., appliances,
batteries, thermal generators, and wind turbines. To properly
model the system, the characteristics of all devices is fully inves-
tigated; in particular, the chance constraint is introduced to
capture the randomness of power generation of wind turbines.
Then, this problem is formulated as a large-scale mixed-integer
program with coupling constraints. In order to solve this problem
efficiently, it is decoupled via dual decomposition into a set of sub-
problems to be solved distributedly on each appliance, battery,
and generator. While the scheduling of generator is well studied
in literature, this paper specially proposes an efficient method
for appliance scheduling, and then employs Benders’ decompo-
sition for battery scheduling. The performance of the proposed
approach is verified by numerical simulations.

Index Terms—Benders’ decomposition, distributed implemen-
tation, dual decomposition, microgrid, optimal operation.

NOMENCLATURE

Parameters of Appliance Model

H � {1, . . . ,H} Time slots of a day (equally divided).
ph

0 Fixed load of nonshiftable appliances.
A Set of shiftable appliances.
a Shiftable appliance belongs to A.

Ha
�= [hbeg

a , hend
a ] Working interval for shiftable

appliance.
pa � [p1

a, . . . , pH
a ] Corresponding energy consumption

vector of appliance a.
pmin

a , pmax
a Minimum and maximum energy con-

sumption of appliance a.
p̄h

a Target energy consumption.
Da Total power appliance a needed to

accomplish a task.
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Parameters of Battery Model

B Battery set.
b Battery belongs to B.
uh

c , uh
d Charging and discharging signal.

ph
b,c, ph

b,d Charging and discharging rate of
battery b.

pmax
b,c , pmax

b,d Maximum charging and discharging
rate of battery b.

eh
b Remaining energy of battery b at slot h.

emin
b , emax

b Energy lower bound and upper bound
of battery b.

e0
b Initial energy of battery b.

ηc
b, ηd

b Charging and discharging efficiencies
of battery b.

rb Cost per unit of battery charging/
discharging power.

Parameters of Thermal Generator Model

G Generator set.
uh

g On/off state of generator g.

ph
g Output of generator g at slot h.

Th
g,on, Th

g,off Cumulative uptime and off-time at
slot h.

Tg,up, Tg,down Minimum turn-on and shutdowntime
of generator g.

pmin
g , pmax

g Output bounds of thermal generators.
εg,1, εg,2, εg,3 Cost coefficients of generator g.
Rh

g Start-up cost of generator g at slot h.
Rg,hot, Rg,cold Hot start-up cost and cold start-up cost.
Tg,cold Cooling time of generator g.

Parameters of Wind Turbine Model

ph
w Power generation of wind turbine at

time slot h.
v Wind velocity.
vin, vout Cut-in and cut-out wind speed.
vr Rated wind speed.
prate Rated power.
c, κ Scale parameter and shape parameter

of Weibull distribution.

Parameters of Problem Formulation

sh Power purchased from power grid at
slot h.
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smax Maximum power purchased from main
grid.

ϕh Tolerable output of wind turbine.
ρ Given tolerability.
ch Known electricity price at slot h.
λ,μ Lagrangian multipliers.
τa, ψ

h
a , ξ

h
a ≥ 0 Karush–Kuhn–Tucker (KKT) opera-

tors.
σ h

b,c(n), σ
h
b,d(n) Lagrange multipliers.

θh
b,1(n), θ

h
b,2(n) Lagrange multipliers.

I. INTRODUCTION

W ITH THE ever increasing energy demand, the power
grid is experiencing significant changes. Owing to high

energy utilization and reliability, distributed generation (DG)
attracts great attention. However, direct connection between
DG and power grid causes high connection cost and gen-
eration uncertainty. The microgrid provides an alternative,
which combines DG, energy storage devices, load, and control
devices together and supplies electricity at consumer side [1].
Meanwhile, microgrid is able to respond quickly to the power
grid and satisfy various demands of consumers.

As the key feature of microgrid, optimal operation method-
ologies have been extensively investigated, which can be
classified into demand side management (DSM) and supply
side management (SSM). References [2]–[12] focus on the
DSM issues of microgrid. Price schemes (real-time price [4]
and time-of-use price [5]) are introduced to induce consumers
to shift load from peak periods. References [6]–[8] employ bat-
teries as temporary storage on account of their extra flexibility.
On the other hand, the SSM issues also attract great atten-
tions. The power of microgrid mainly consists of three parts:
1) purchased power from power grid; 2) generated power
from thermal generators in microgrid; and 3) renewable energy
sources. Reasonable unit commitment (UC) [13], [14] facili-
tates the microgrid to dynamically select purchasing power or
generating power according to electricity prices and operating
cost of generators. When renewable energy sources are con-
sidered, a variety of models have been proposed to describe
the randomness of renewable power generation, especially for
wind turbines [15]–[17].

Due to kinds of constraints imposed in microgrid, such as
supply-demand balance constraint, capacity constraint, binary
constraint on energy storage, and the optimization problem
of economic operation cannot be directly tackled. Thus, dual
decomposition and Benders’ decomposition are often used to
tackle those constraints, which also decompose the original
problem into a series of subproblems (SPs). Dual decompo-
sition is used in [18] and [19] to handle the balance and
capacity constraints. Benders’ decomposition is also widely
used in power systems to coordinate the optimization of vari-
ous objectives [20]–[22]. For example, Su et al. [23] developed
a decomposition scheme to solve the mixed integer nonlin-
ear programming (MINP) problem formulated in microgrid.
Similar technique has been developed to solve the optimal
operation problem in microgrid which contains photovoltaics
and a wind turbine [24].

Despite these results, previous studies still lack comprehen-
sive investigations of microgrid operation from both supply
and demand sides. To this end, this paper fully considers vari-
ous devices in microgrid, such as appliances, batteries, thermal
generators and wind turbines, and comprehensively study the
joint scheduling problem of such a microgrid. The main dif-
ference between microgrid and distribution network lies in
the fact that in microgrid the distributed energy resources are
directly connected and operate in a coordinated way, either in
grid-connected or islanded mode.

Meanwhile, as the microgrid often consists of a large
number of devices, the computational efficiency becomes a
major concern of algorithm design, and some previous algo-
rithms [10]–[12] cannot be directly applied to this paper due
to computational inefficiency. In this paper, a fully distributed
approach is proposed to tackle the joint scheduling problem
of microgrid.

The main contributions are listed below.
1) The joint scheduling of energy generation, consumption

and storage is considered in this paper. In particu-
lar, the chance constraint is introduced to capture the
randomness of power generation of wind turbines.

2) As the joint scheduling problem is formulated as a
large-scale MINP with coupling constraints, a distributed
framework is developed to solve this problem in parallel
via dual decomposition.

3) To further speed up the efficiency under this parallel
scheme, a novel efficient method is designed to schedule
the appliance, besides using Benders’ decomposition to
schedule the battery.

In summary, this paper presents a computational efficient
method to solve the scheduling problem of a microgrid for
economic operation, provided that the future load and electric-
ity price are available. However, in reality the future load and
electricity price cannot be forecasted accurately. To mitigate
this gap, a two-level framework combining online updating
and static scheduling can be utilized. At the upper level, the
change of both price and load will be updated in real time;
then at the lower level, those quantities will be taken as con-
stants and the static scheduling problem will be solved by the
proposed approach. As the proposed approach is very efficient,
it can fit in this framework very well, even when the price and
load are updated frequently to eliminate the effect of uncer-
tainty. As the two-level framework is easy to understand and
implement, in this paper we shall focus on the efficient solution
to the static scheduling problem.

In order to highlight the algorithmic contributions, we sim-
plify the physical structure of microgrid and only present a
conceptual block diagram, as to be shown in Fig. 2. With this
block diagram, the most important feature of a microgrid, i.e.,
the supply-demand balance, can be taken into full considera-
tion. Consequently, further scheduling of the usage of various
devices can be performed. Of course, taking the physical struc-
ture into consideration will certainly make this problem more
realistic and challenging, which we shall work on in the future
on the basis of current results.

This paper is organized as below. In Section II, the fea-
tures of each type of devices are analyzed. Based on the
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system model of microgrid, the economical operation prob-
lem is formulated and further decomposed into a set of SPs
in Section III. Section IV proposes novel algorithms to solve
the SPs for appliance and battery, followed by simulations in
Section V.

II. SYSTEM MODEL

In this paper, we consider a microgrid containing several
types of devices, such as, appliances, batteries, generator sets
and wind turbines. A block diagram is given in Fig. 2. Each
device is equipped with a local controller (LC) for computa-
tion and execution, and all LCs are coordinated by a central
controller (CC) via local area network communications [25].
For simplicity, transmitting electricity from batteries back to
the grid is not considered here. Meanwhile, let a day be equally
divided into time slots denoted by H � {1, . . . ,H}.

A. Appliance Model

The appliances can be classified into two types: 1) non-
shiftable appliances with fixed load ph

0 like refrigerator and
2) shiftable appliances [6] like dishwasher, which is denoted
by A. Clearly, only shiftable appliances can be scheduled.

Let Ha
�= [hbeg

a , hend
a ] represent the working interval for

shiftable appliance a ∈ A, and pa � [p1
a, . . . , pH

a ] be the cor-
responding energy consumption vector of appliance a, where
non-negative ph

a is the energy consumption of appliance a at
slot h. Due to the working interval limits, ph

a is bounded as
{

pmin
a ≤ ph

a ≤ pmax
a , h ∈ Ha

ph
a = 0, h /∈ Ha

(1)

where pmin
a and pmax

a are the minimum and maximum energy
consumption of appliance a. Usually, the total consumption of
appliance a should reach a given amount Da to accomplish a
task, which can be formulated as a constraint, that is∑

h∈H
ph

a = Da,∀a ∈ A. (2)

Meanwhile, the scheduling of appliance may cause user
dissatisfaction, which is often formulated as a convex
function [26]

Vh
a

(
ph

a

)
= oh

a

(
ph

a − p̄h
a

)2

where p̄h
a and oh

a are the target energy consumption and trade-
off factors, which can be obtained from historical data. The
similar idea has been widely used in [18] and [26].

B. Battery Model

Let B denote the battery set with multiple batteries, which
can store energy when charging and supply energy to appli-
ances when discharging. Note that all batteries in the set
should have the same charging and discharging states at
slot h, because interchange of energy among batteries will
not bring any benefit but cause battery degradation. Denote
the state of battery set as uh

c, uh
d ∈ {0, 1}, where uh

c = 1 or

uh
d = 1 implies charging or discharging. Since charging and

discharging cannot take place simultaneously, we have

uh
c + uh

d ≤ 1,∀h ∈ H. (3)

Meanwhile, the charging rate ph
b,c and discharging rate ph

b,d
of battery b are limited by the following constraints:

{
ph

b,c ≥ 0, ph
b,d ≥ 0 (4a)

ph
b,c ≤ uh

cpmax
b,c , ph

b,d ≤ uh
dpmax

b,d (4b)

where pmax
b,c and pmax

b,d are the maximum charging and discharg-
ing rates, respectively. The dynamics of remaining energy eh

b
of battery b at slot h are obtained as follows:

eh
b = e0

b +
h∑

t=1

(
ηc

bpt
b,c − pt

b,d

ηd
b

)

where e0
b, ηc

b, and ηd
b are the initial energy, charging, and dis-

charging efficiencies of battery b. With consideration of the
energy constraints of battery, we have

emin
b ≤ eh

b ≤ emax
b . (5)

Both charging and discharging actions will cause battery
degradation, which can be counted as financial cost

∑
h∈H

rb

(
ph

b,d + ph
b,c

)
(6)

where rb stands for the cost per unit of battery charging/
discharging power, with the unit of cent/kW [27].

C. Thermal Generator Model

The ability to operate in isolated state is the main feature
of microgrid due to DGs. In this paper, generator sets and the
wind turbines are discussed as the representatives of DGs.

Let G be the generator set. For generator g, define integer
variable uh

g as the on/off state, with uh
g = 1 for “on” and

uh
g = 0 for “off.” Denote Th

g,on, Th
g,off, Tg,up, and Tg,down as the

cumulative uptime and off-time at slot h and the minimum
turn-on time and shutdown time of generator g. Due to the
physical constraints that state shifting can only take place after
a fixed time interval, the state variables of two adjacent slot
should follow the rule [28]:

⎧⎨
⎩

(
Th−1

g,on − Tg,up

)(
uh

g − uh−1
g

)
≥ 0 (7a)(

Th−1
g,off − Tg,down

)(
uh−1

g − uh
g

)
≥ 0. (7b)

The output power of generator g at slot h is always limited by
power bounds pmin

g and pmax
g , that is

pmin
g ≤ ph

g ≤ pmax
g . (8)

Meanwhile, the operating cost fg(ph
g) of generator g is

formulated as follows [28]:

fg
(

ph
g

)
= εg,1 + εg,2ph

g + εg,3

(
ph

g

)2
(9)
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where εg,1, εg,2, and εg,3 are the cost coefficients of
generator g. The start-up cost Rh

g of generator g at slot h is
relative to its operating state

Rh
g =

{
Rg,hot Th

g,off ≤ Tg,down + Tg,cold

Rg,cold Th
g,off > Tg,down + Tg,cold

(10)

where Rg,hot, Rg,cold, and Tg,cold are the hot start-up cost, cold
start-up cost, and cooling time of generator g, respectively.
Finally, the total cost of generator set is obtained∑

g∈G

∑
h∈H

[
fg
(

ph
g

)
+ Rh

g

(
1 − uh−1

g

)]
uh

g. (11)

D. Probability Model of Wind Turbine

The power generation of wind turbines is influenced by
numerous factors, such as wind velocity, efficiency, and so on.
For simplicity, the relationship between the power generation
of wind turbine pw and wind velocity v is expressed by the
piecewise function [29]

pw(v) =

⎧⎪⎨
⎪⎩

0, v < vin or v ≥ vout
(v − vin)prate

vr − vin
, vin ≤ v < vr

prate, vr ≤ v < vout

(12)

where vin, vout, vr, and prate are the cut-in wind speed, cut-out
wind speed, rated wind speed, and rated power, respectively.
Usually, prate stands for the maximum output of wind turbine.

Prior research [30] has shown that the short-term wind
speed profile at a given location closely follows the Weibull
Distribution over time, similar idea can be found in [31]–[33].
Thus the wind speed in short-term is considered to obey the
Weibull distribution in this paper, which is

Fv(v) = 1 − exp
[
−
(v

c

)κ]
(13)

where positive variables c and κ are the scale parameter and
shape parameter, respectively.

Based on the characteristic of the wind power (12) and the
pdf of wind speed (13), the pdf of wind power is obtained

F(pw) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, pw < 0

1 − exp

⎧⎪⎨
⎪⎩−

⎡
⎢⎣

vin + (vr − vin)
pw

prate
c

⎤
⎥⎦
κ⎫⎪⎬
⎪⎭

+ exp
[
−
( vout

c

)κ]
, 0 ≤ pw < prate

1, pw ≥ prate.

(14)

III. PROBLEM FORMULATION AND DECOMPOSITION

A. Economical Operation of Microgrid

Denote sh as the power purchased from power grid at slot h,
which is limited by the cable constraint smax

−smax ≤ sh ≤ smax. (15)

Positive (negative) sh implies buying (selling) energy from (to)
the main grid. Usually, it is expected that the supply equals the
demand in microgrid at any slot. Due to the wind uncertainty,

chance constraint is considered to handle the situation where
demand exceeds supply. It is tolerant that the occurrence prob-
ability Pr(ph

w ≤ ϕh) is not greater than a given tolerability ρ,
where

ϕh =
∑
a∈A

ph
a + ph

0 +
∑
b∈B

ph
b,c −

∑
g∈G

uh
gph

g −
∑
b∈B

ph
b,d. (16)

Hence, the chance constraint is formulated as
Pr(ph

w ≤ ϕh) = ρ. With the wind power pdf in (14), we
obtain

Pr
(

ph
w ≤ ϕh

)
= 1 − exp

{
−
[

vin + (vr − vin)
pw

prate

c

]κ}

+ exp
[
−
(vout

c

)κ] = ρ. (17)

With another constraint ρ ≥ Pr(ph
w = 0), the chance constraint

is transformed as
∑
g∈G

uh
gph

g + sh +
∑
b∈B

ph
b,d + ωhprate =

∑
a∈A

ph
a + ph

0 +
∑
b∈B

ph
b,c

(18)

where

ωh = ch

(vr − vin)

∣∣∣∣ln
{

exp

[
−
(vout

c

)κh]
− ρ + 1

}∣∣∣∣
1
κh

− vin

(vr − vin)
.

(19)

The economical operation of microgrid aims at reducing the
level of user dissatisfaction, battery losses, the cost of pur-
chasing power, and operating generation set under all kinds
of constraints. Meanwhile due to the uncertainty of wind, this
paper does not take wind power generation as a control vari-
able, but only as a constraint variable. Therefore, it is not
included in the objective function. In conclusion, this prob-
lem is formulated as a large-scale mixed-integer program as
follows.

Primal Problem:

min
p,u,s

P =
∑
h∈H

∑
g∈G

[
fg
(

ph
g

)
+ Rh

g

(
1 − uh−1

g

)]
uh

g +
∑
h∈H

chsh

+
∑
h∈H

∑
a∈A

Vh
a

(
ph

a

)
+

∑
h∈H

∑
b∈B

rh
b

(
ph

b,c + ph
b,d

)

s.t. (1), (2), (3), (4a), (4b), (5), (7a), (7b), (8), (15), (18)

(20)

where ch is the known electricity price at slot h.

B. Dual Decomposition

As (20) is hard to handle due to integer variables and cou-
pling constraints, dual decomposition is applied to decouple it
into several SPs of different types of devices.

To deal with the constraint (18) which couples all
devices, the Lagrangian multipliers λ � [λ1, . . . , λH] and
μ � [μ1, . . . , μH] are defined corresponding to sh ≤ smax

and sh ≥ 0, respectively. Therefore, the Lagrangian
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formula of (20) is derived

L(p, u, λ, μ) =
∑
g∈G

∑
h∈H

[
fg
(

ph
g

)
+ Rh

g

(
1 − uu−1

g

)
− αhph

g

]
uh

g

+
∑
b∈B

∑
h∈H

[(
αh + rb

)
ph

b,c −
(
αh − rb

)
ph

b,d

]

+
∑
a∈A

∑
h∈H

[
αhph

a + Vh
a

(
ph

a

)]
+ � (21)

where αh � ch + λh −μh and � �
∑

h∈H αh
(
ph

0 − ωhprate
) −∑

h∈H λhsmax which is independent of pa, pb, ub, pg, and ug.
The primal problem (20) is equivalent to the following
equation:

P∗ = min
p,u

max
λ,μ

L(p, u, λ, μ).

Next, the dual problem of (20) is considered as
Dual Problem:

D∗ = max
λ,μ:λ,μ≥0

min
p,u,s

L
(
p, ug, λ, μ

)

= max
λ,μ:λ,μ≥0

∑
a∈A

L1 + max
λ,μ:λ,μ≥0

L2

+ max
λ,μ:λ,μ≥0

∑
g∈G

L3 + max
λ,μ:λ,μ≥0

�. (22)

It is clear that the dual problem is composed of two level
optimizations. The outer level is to maximize the dual func-
tion over λ and μ, while the inner level is divided into
three SPs corresponding to appliances L1, batteries L2, and
generators L3, respectively as below.

Subproblems:

L1 = min
pa

∑
h∈H

[
αhph

a + Vh
a

(
ph

a

)]

s.t. (1), (2) (23)

L2 = min
pb,ub

∑
b∈B

∑
h∈H

[(
αh + rb

)
ph

b,c −
(
αh − rb

)
ph

b,d

]

s.t. (3), (4a), (4b), (5) (24)

L3 =
∑
h∈H

Lh
3 = min

pg,ug

∑
h∈H

[
fg
(

ph
g

)
+ Rh

g

(
1 − uu−1

g

)
− αhph

g

]
uh

g

s.t. (7a), (7b), (8). (25)

Note that there exists duality gap between primal prob-
lem (20) and dual problem (22) since the integer vari-
ables ub and ug lead to weak duality. For each feasible solution
of P , the corresponding D is the lower bound of P [34].

As the primal problem is convex, the subgradient method
which guarantees the optimality of Lagrange multipliers is
introduced to maximize the dual function over λ and μ. The
updating rule of Lagrangian multipliers is{

λh(k + 1) = {
λh(k)+ γλ∇D[

λh(k)
]}+

μh(k + 1) = {
μh(k)+ γμ∇D[

μh(k)
]}+ (26)

where k and γλ, γμ are the iteration index and step sizes,
respectively. ∇D[λh(k)] and ∇D[μh(k)] are the subgradients
of dual function with respect to λh(k) and μh(k), which
is relative to the solution of (23)–(25). Hence, the dual
decomposition algorithm is obtained as Algorithm 1.

Algorithm 1 Dual Decomposition
1: Initialize iteration index k = 1 and Lagrange multipliers
λh(k) and μh(k).

2: repeat
3: The central controller sends λh(k), μh(k) to LCs of

appliances, generators and batteries;
4: LCs of appliances, generators and batteries solve the

subproblems (23)(24)(25) with λh(k) and μh(k) to
obtain ph

a(k), ph
b,c(k), ph

b,d(k), ph
g(k), uh

g(k).
5: The central controller updates λh(k + 1), μh(k + 1)

according to (26).
6: until k exceeds the maximum iteration number or P −D

is small enough.

IV. SUBPROBLEM SOLUTION

Note that SP L3 for the UC of a single generator has
been well studied in literature, and it can be solved by either
heuristic method [28] or dynamic programming [35]. Thus,
the contributions in this section lie on the novel solutions to
L1 and L2. Due to page limitation, only the sketches will be
given.

A. Fast Method for Single Appliance Scheduling

Indeed, the scheduling of single appliance (23) is a convex
problem that can be solved by many techniques. However, a
more efficient algorithm is proposed for real-time scheduling
of large-scale appliances.

Take appliance a as an example. The KKT conditions
associated with the optimum of (23) is

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

2oh
aph

a + αh − τa + ψh
a − ξh

a = 0 (27a)

τa

(
Da −

∑
h∈H

ph
a

)
= 0 (27b)

ψh
a

(
ph

a − pmax
a

)
= 0 (27c)

ξh
a

(
pmin

a − ph
a

)
= 0 (27d)

where τa, ψ
h
a , ξ

h
a ≥ 0 are KKT operators. Taking τa as a

variable and solving above linear equations yield
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ph
a(τa) = max

{
min

{
τa − αa

2oh
a
, pmax

a

}
, pmin

a

}
(28a)

ψh
a (τa) = max

{
τa − αa − 2oh

apmax
a , 0

}
(28b)

ξh
a (τa) = max

{
2oh

apmin
a + αa − τa, 0

}
. (28c)

The detailed derivation of above equations is straightforward
but tedious, thus it is omitted for simplicity.

Obviously, (28a) implies that once the optimal τ ∗
a is deter-

mined, the optimal ph
a is also found. Thus, the question

becomes to solve τ ∗
a , which should also obey (27b). For

holding (27b), we have two possible cases: 1) τ ∗
a = 0 or 2)

D̃a
(
τ ∗

a

) �=
∑
h∈H

ph
a

(
τ ∗

a

) = Da. (29)
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(a) (b)

Fig. 1. Profile of ph
a(τa) and D̃a(τa) are both step function, which allow us

to solve the problem by Algorithm 2.

Algorithm 2 Single Appliance Scheduling

1: if D̃a(0) ≥ Da then
2: τ ∗

a = 0.
3: else
4: Initialize l = 1, r = 2H.
5: while r − l > 1 do
6: m = 	(l + r)/2
 and d = ∑

h∈H
ph

a(τ
m
a ).

7: if d = Da then
8: τ ∗

a = τm
a .

9: else if d < Da then
10: l = m.
11: else
12: r = m.
13: end if
14: end while
15: τ ∗

a = τ l
a + (

τ l+1
a − τ 1

a

) Da−D̃a(τ
l
a)

D̃a(τ
l+1
a )−D̃a(τ l

a)
.

16: end if
17: ph∗

a = ph
a

(
τ ∗

a

)
.

Note that ph
a(τa) is a piecewise linear and monotonic

increasing function of τa, so is D̃a(τa). That is, D̃a(x) ≥ D̃a(0)
for x ≥ 0. Therefore, we can conclude that: 1) if D̃a(0) ≥ Da,
only the first case is possible, i.e., τ ∗

a = 0 and 2) if
D̃a(0) < Da, only the second case (29) is possible.

Due to the piecewise linear and monotonic increasing prop-
erties of D̃a(τa), a simple and efficient method is proposed to
solve (29). The basic idea is presented below. ph

a(τa) is a piece-
wise function with two breaking points τ 1

a = 2oh
apmin

a + αa

and τ 2
a = 2oh

apmax
a + αa. According to (28a), ph

a(τa) con-
sists of three segments, i.e., ph

a = pmin
a when 0 ≤ τa ≤ τ 1

a ,
ph

a = (τa − αa/2oh
a) when 0 ≤ τa ≤ τ 1

a , and ph
a = pmax

a
when τa ≥ τ 2

a . Because D̃a(τa) is the summation of number H
of ph

a(τa), it is also piecewise linear and monotonic increas-
ing, and has totally 2H breaking points. Fig. 1 illustrates the
profiles of ph

a(τa) and D̃a(τa).
From Fig. 1(b), it is clear that solving (29) only needs two

steps. First, sort 2H breaking points in ascending order and
find an appropriate pair of breaking points (via binary search
here), e.g., τ l

a and τ l+1
a , such that D̃a(τ

l
a) ≤ Da ≤ D̃a(τ

l+l
a ).

Clearly, τ ∗
a lies between τ l

a and τ l+1
a . Then, direct compute τ ∗

a
via interpolation with the slope of this segment. When τ ∗

a is
obtained, (28a) readily gives ph

a. The details are summarized
in Algorithm 2.

B. Battery Scheduling Based on Benders’ Decomposition

As a mixed integer linear program (MILP), SP L2 of bat-
tery scheduling contains integer and continuous variables and
cannot be directly solved by conventional methods. Benders’
decomposition [36] is an effective method to solve MILP,
based on which an iterative algorithm is proposed in this
section.

Clearly, the constraints of (24) can be classified into three
types: 1) (3) contains only integer variables; 2) (4a) and (5)
contain continuous variables; and 3) (4b) contains both integer
and continuous variables. Then, (24) can be rewritten as

min
ub,pb

Z �=
∑
b∈B

zb
�=

∑
b∈B

∑
h∈H

[(
αh + rb

)
ph

b,c −
(
αh − rb

)
ph

b,d

]

s.t. (3) integer constraint

(4a)(5) continuous constraints

(4b) integer and continuous constraints. (30)

The core of Benders’ decomposition lies in splitting (30)
into a master problem (MP) and an SP, separately optimizing
integer and continuous variables, as below.

Master Problem:

Zlower = min
ub

Z
s.t. (3)

feasibility constraints

infeasibility constraints. (31)

Subproblem:

Zupper = min
pb

Z
s.t. (4a) (5)

(4b) given ub. (32)

The objective functions of (30) and (31) are identical,
but (30) neglects the constraints with continuous variables pb;
thus, MP produces the lower bound of Z . Meanwhile, both
feasibility and infeasibility constraints are integer ones, which
are iteratively updated based on the solution of SP and help
find more suitable integer variables, as to be detailed later.

Once given integer variables ub, MILP retreats to SP (32)
that is an easy-solved linear program (LP). However, as the
given ub may not be the optimal one u∗

b, SP only produces the
upper bound of Z . Clearly, Zlower ≤ Z∗ ≤ Zupper. Therefore,
Z∗ can be found by performing iterations between MP and SP,
such that Zlower and Zupper converge together. The iteration
begins with any feasible solution ub(0), and is detailed below.

1) Solving SP at Iteration n: Given ub(n), the coupling
constraints among batteries are naturally decoupled, and SP for
battery set is decomposed into B primal SPs for each battery
b ∈ B as follows.

Primal SP:

min
pb(n)

zb

s.t. (4a)(5)

(4b) given ub(n). (33)
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Introduce Lagrange multipliers σ h
b,c(n), σ

h
b,d(n), θ

h
b,1(n), and

θh
b,2(n) to constraints (4b) and (5) at slot h. Therefore, the

Lagrangian form of (33) is derived as follows:

L[
p(n), σ b,c(n), σ b,d(n), θb,1(n), θb,2(n)

]

=
∑
h∈H

⎧⎨
⎩αh + rb + σ h

b,c(n)+ ηc
b

H∑
t=h

[
θ t

b,1(n)− θ t
b,2(n)

]⎫⎬
⎭ph

b,c

+
∑
h∈H

⎧⎨
⎩−αh + rb + σ h

b,d(n)− 1

ηc
d

H∑
t=h

[
θ t

b,1(n)− θ t
b,2(n)

]⎫⎬
⎭ph

b,d

−
∑
h∈H

[
uh

c(n)p
max
b,c σ

h
b,c(n)+ uh

d(n)p
max
b,d σ

h
b,d(n)

]

+
∑
h∈H

[(
e0

b − emax
b

)
θh

b,1(n)+
(

emin
b − e0

b

)
θh

b,2(n)
]
. (34)

Due to the duality principle, every LP has an equivalent
dual form, and the constraints and variables in primal problem
correspond to the variables and constraints in dual problem.
Thus in the dual form of (33), σ h

b,c(n), σ
h
b,d(n), θ

h
b,1(n), and

θh
b,2(n) turn into decision variables, while ph

b,c and ph
b,d become

Lagrange multipliers. As presented below.
Dual SP:

max
σ b,c(n),σ b,d(n),
θb,1(n),θb,2(n)

yb =
∑
h∈H

[
−uh

c(n)p
max
b,c σ

h
b,c(n)

−uh
d(n)p

max
b,d σ

h
b,d(n)

]

+
(

e0
b − emax

b

) ∑
h∈H

θh
b,1(n)

+
(

emin
b − e0

b

) ∑
h∈H

θh
b,2(n)

s.t. αh + rb + σ h
b,c(n)+ ηc

b

H∑
t=h

[
θ t

b,1(n)− θ t
b,2(n)

] ≥ 0

− αh + rb + σ h
b,d(n)− 1

ηc
d

H∑
t=h

[
θ t

b,1(n)− θ t
b,2(n)

] ≥ 0

σ h
b,c(n) ≥ 0, σ h

b,d(n) ≥ 0, θh
b,1(n) ≥ 0, θh

b,2(n) ≥ 0

∀h ∈ H. (35)

Since strong duality holds for LP, the solution of (33) is
equivalent to (35). That is, for ub(n) obtained from MP, we
have

min
pb

zb = max
σ b,c,σ b,d,θb,1,θb,2

yb. (36)

2) Modifying and Solving MP at Iteration n + 1: After
solving all B dual SPs, one can obtain better integer variables
uh

b(n+1) by adding new integer constraints to MP in iteration
n + 1. These new constraints are updated in three manners
based on the solution of (35).

1) All B dual SPs (35) have bounded optimal solutions. In
this case, the integer variables uh

b(n) given by MP are
feasible but not optimal if Zlower is less than Zupper.
In order to make Zlower converge to Zupper, we should

“lift up” Zlower by adding a new constraint to MP, as
below.

a) Feasibility Constraint:

Z ≥ Zlower(i)

=
∑
b∈B

min
pb

zb(i) =
∑
b∈B

max
σ b,c,σ b,d,θb,1,θb,2

yb(i)

=
∑
b∈B

∑
h∈H

[
−uh

c(i)p
max
b,c σ

h
b,c(i)− uh

d(i)p
max
b,d σ

h
b,d(i)

]

+
(

e0
b − emax

b

)∑
b∈B

∑
h∈H

θh
b,1(i)

+
(

emin
b − e0

b

)∑
b∈B

∑
h∈H

θh
b,2(i) ∀i ∈ I (37)

where I is the iteration set where all dual SPs are
bounded optimal. Clearly, n should be incorporated
into set I, i.e., I = n

⋃ I. By this means, uh
b(n+1)

will be improved because some feasible regions
with poor solutions are cut out.

2) Any dual SP (35) owns unbounded optimal solution.
This means that the integer variables uh

b(n) are infea-
sible for SPs and ought to be avoided in later iterations.
Adding new infeasibility constraint helps cut such infea-
sible region out, which is as follows.

a) Infeasibility Constraint:

0 ≥
∑
h∈H

[
−uh

c( j)pmax
b,c σ

h
b,c( j)− uh

d( j)pmax
b,d σ

h
b,d( j)

]

+
(

e0
b − emax

b

) ∑
h∈H

θh
b,1( j)

+
(

emin
b − e0

b

) ∑
h∈H

θh
b,2( j)

∀b ∈ B,∀j ∈ J (38)

where J is the iteration set where any dual SP
is unbounded optimal. Then, set J is updated by
J = n

⋃J .
3) Any dual SP (35) is infeasible. Once this case occurs,

the original problem has either an infeasible solution
or unbounded solution. As the result, the scheduling
problem has no physical solution.

Next, MP is solved by branch and bound method with fixed
parameters σ b,c(n), σ b,d(n), θb,1(n), and θb,2(n).

In iterations of above steps, the feasible region gradually
shrinks due to the added constraints based on the solutions of
dual SPs. New Zlower and Zupper will converge to the optimal
solution Z∗. Denote ε as a small positive number. The iteration
will not terminate until |Zupper − Zlower| ≤ ε. The procedure
of battery scheduling is summarized in Algorithm 3.

C. Distributed Implementation

An advantage of the proposed method is the distributed
implementation, which can greatly reduce the computation
time especially for microgrid with large amount of devices.
Fig. 2 depicts the framework of distributed implementation.

The SPs of appliances (23), batteries (24), and genera-
tors (25) are solved by LCs. Since SPs (23) and (25) can
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Algorithm 3 Battery Scheduling
1 htp

1: Initialization: n = 0, I = ∅, J = ∅, Zupper = ∞,
Zlower = −∞;

2: while n is less than the iteration limits do
3: Solve MP (31) to obtain to obtain uh

b(n) and Zlower;
4: if MP has feasible solution then
5: if

∣∣Zupper − Zlower
∣∣ ≤ ε then

6: u∗
b = ub(n).

7: end if
8: else if MP has unbounded solution then
9: Choose ub(n) from the domain of definition,

Zlower = −∞.
10: else
11: no feasible solution.
12: end if
13: for each battery b ∈ B do
14: Solve dual SP (35) with uh

b(n) to obtain σ b,c(n),
σ b,d(n), θb,1(n), θb,2(n) and zb(n);

15: end for
16: if all dual SPs have feasible solution then
17: Zupper = min{Zupper,

∑
b∈B

zb}, I = n
⋃ I.

18: else if any dual SP has unbounded solution then
19: J = n

⋃J .
20: else
21: no feasible solution.
22: end if
23: n = n + 1.
24: end while

Fig. 2. Block diagram of microgrid and framework of distributed
implementation.

be divided into scheduling of single device directly, each
device owns an LC to obtain pa, pg, and ug with given
Lagrange multipliers λ and μ. Moreover, the coupling con-
straints between different batteries in SP (24) lead to an
additional battery controller. The battery controller solves MP
while the LCs of different batteries solves SPs.

The controller at smart meter which connects all devices,
power grid and wind turbines together acts as the CC.
Besides receiving the electricity prices and predicted infor-
mation of wind turbines, it also gathers all the solutions of

(a)

(b)

Fig. 3. (a) Electricity prices. (b) Nonshiftable load of appliances.

(a)

(b)

Fig. 4. Conservative power supply of wind turbines. (a) Change of scale
parameter c. (b) Conservative output of the wind turbine.

SPs from LCs, battery controller and sends back the updated
Lagrange multipliers to them. As the coordination signals,
these multipliers gradually improve the local optimal solution
into the global optimal solution.

V. SIMULATIONS AND RESULTS

In this section, the performance of microgrid scheme is pre-
sented. The horizon is taken as one day and then divided into
H = 24 slots. Real prices on May 1, 2013 from ComEd [37]
and the nonshiftable load of appliances depicted in Fig. 3 are
utilized in the simulation.

Consider the scenario where the microgrid contains 100
appliances, five identical batteries, and one generator, whose
parameters are displayed in Table I. Note that five differ-
ent types of appliances are used in the simulation and the
number of each type is random. The cut-in and cut-out wind
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TABLE I
PARAMETERS OF APPLIANCES, BATTERIES, AND GENERATORS

(a)

(b)

Fig. 5. Power of supply side. (a) Generating power of generator set.
(b) Purchased power from grid.

speed of wind turbine is set to be 5 and 45 m/s. Moreover,
the rated wind speed and rated power are vr = 15 m/s and
prate = 100 kW. Let the shape parameter κ be 2, and the scale
parameter c varies around 15 m/s as shown in Fig. 4(a). Fix
the tolerability ρ = 0.2, then the corresponding conservative
output of the wind turbine can be obtained in Fig. 4(b). The
simulation is conducted with the iteration limit being 300.

Fig. 5 shows the optimal scheduling of supply side, includ-
ing generator and power grid. It is obviously that under the
shortage of wind power, the microgrid prefers purchasing elec-
tricity from power grid when the electricity prices are lower
than the start-up cost and operating cost of generator. On the
contrary, the microgrid is selling energy back to the main grid
while the wind power is abundant. It takes generator as supple-
mentary when the demand exceeds the supply of power grid,
which occurs in the middle period of simulation.

The optimal operation of appliances and batteries are illus-
trated in Fig. 6. In Fig. 6(a), the batteries charge during the
early morning when electricity prices are low and discharge
when prices are high. The power profile of appliances in
Fig. 6(b) indicates that the appliances avoid the peak-demand
period in order to save the cost of microgrid.

(a)

(b)

Fig. 6. Load of demand side. (a) Battery. (b) Smart appliance.

The relationship between tolerability ρ, shape parameter κ ,
and the optimal cost of microgrid can be displayed in Fig. 7
by setting the scale parameter c at a constant 15 m/s. To some
degree, tolerability ρ reflects the feasibility of the optimized
strategy. Since (19) is a monotonically increasing function
of ρ, a larger ρ indicates that wind turbines are likely to
generate more power. On account of the fact that the power
from wind turbines is free, the microgrid will save cost to a
great extent. Therefore, the optimal cost obtained through pro-
posed algorithms decreases as ρ increases while keeping other
parameters unchanged. κ which indicates the probability dis-
tribution function of wind speed is also in negative relationship
with the optimal cost.

Fig. 8 depicts the computation time of centralized and dis-
tributed implementation. The simulation is conducted using
MATLAB R2011b on Windows 7. In this paper, “scale”
means the multiple of the number of appliances, batteries
and generators. Initially the scenario with 100 appliances,
five identical batteries, and one generator is considered.
So “ten times scale” means that the microgrid contains
1000 appliances, 50 batteries, and ten generators. As the
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Fig. 7. Effect of tolerance on the scheduling cost.

Fig. 8. Computation time of centralized and distributed implementation.

scale of micro-grid increases to ten times, the computation
time of distributed implementation remains the same while
that of centralized implementation grows linearly. The dis-
tributed implementation is especially suitable for large scale
situation, since it dispatches the suboptimizations to LCs and
saves the computation time greatly.

VI. CONCLUSION

In this paper, an approach improving the operation of
large-scale of devices is developed to save the total cost of the
microgrid. After introducing the chance constraint to represent
the randomness of wind power, the scheduling problem is
characterize into MINP, which is decomposed via Lagrange
relaxation into three sets of SPs later, i.e., appliance schedul-
ing, battery scheduling and generator scheduling. Since the
generator scheduling is well studied in literature, in this paper
an efficient method is proposed for appliance scheduling, and
Benders’ decomposition is employed for battery scheduling.
Taking advantage of the distributed nature of proposed
approach, parallel implementation is developed to reduce
computation time in large-scale situation. Finally, simulation

results validate the performance of our proposed
algorithms.

A realistic concern of the proposed method is the time con-
stant of a microgrid responding the power dispatch command.
Knowing that the communication time and battery switching
time are very small and can be neglected, the major factor
of the time constant depends on thermal generator [38]. With
the development of micro turbine like gas turbine, the time
it takes to adjust the output can be limited in a minute [39].
Therefore, taking these aspects into consideration, we expect
that a microgrid can respond the power dispatch command in
a few minutes.
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