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Abstract—In cyber-physical systems, mobile actuators
can enhance system’s flexibility and scalability, but at the
same time incurs complex couplings in the scheduling and
controlling of the actuators. In this paper, we propose a
novel event-driven method aiming at satisfying a required
level of control accuracy and saving energy consumption
of the actuators, while guaranteeing a bounded action de-
lay. We formulate a joint-design problem of both actuator
scheduling and output control. To solve this problem, we
propose a two-step optimization method. In the first step,
the problem of actuator scheduling and action time alloca-
tion is decomposed into two subproblems. They are solved
iteratively by utilizing the solution of one in the other. The
convergence of this iterative algorithm is proved. In the sec-
ond step, an online method is proposed to estimate the
error and adjust the outputs of the actuators accordingly.
Through simulations and experiments, we demonstrate the
effectiveness of the proposed method.

Index Terms—Actuation delay, control, cyber-physical
systems (CPSs), experiments, joint design, mobile actua-
tor, scheduling.

I. INTRODUCTION

CYBER-PHYSICAL systems (CPS) bridge the cyber world
with the physical world using sensors and actuators con-

nected through a wireless communication network. Sensing in-
formation and controlling actions through CPSs remove the
limitations of wired connections and fixed network structures,
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Fig. 1. Example of a CPS with mobile actuators.

and thus, the flexibility and the scalability of the system can
be further enhanced. CPSs are characterized by sensor–actuator
coordination, heterogeneous information communication, and
intelligent decision/actuation [1]. These characteristics enable
the use of CPSs to several domains such as smart building [2],
[3], power grids [4], mobile charging [5]–[8], and industrial and
environment control [9]–[12].

To support the requirements of the applications through the
CPS, sensors and actuators have to efficiently coordinate with
each other. For example, in mobile charging application [5], as
shown in Fig. 1, sensors perform environment monitoring, while
actuators (i.e., mobile chargers) are responsible for charging the
sensors. Each sensor reports its energy level periodically to the
base station (BS). When the energy of a sensor is lower than
a predefined threshold, an event is triggered at the BS. Based
on the energy information collected from the sensors and the
charging abilities of actuators, the BS coordinates the actua-
tors on how to perform energy charging tasks. The coordination
includes both the scheduling and the control of the actuators.
The scheduling problem refers to the relocation of actuators [5],
[11], [13]. On the other hand, the control problem refers to the
output adjustment of actuators [4], [9], [12], which directly influ-
ence the physical variables under consideration. Since different
actuator scheduling schemes lead to different actuator control
decisions, to find the optimal solution, the actuator scheduling
and control problems should be jointly addressed.

The design of the scheduling of mobile actuators and the con-
trol of their outputs should meet: 1) control accuracy require-
ment [6], e.g., to ensure that the sensors have enough energy to
work until being charged again, the replenished energy of the
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TABLE I
CLASSIFICATION OF NODE COORDINATION METHODS

sensors should reach to some certain levels; 2) real-time require-
ment [8], e.g., the tasks assigned to the actuators (relocating and
controlling) should be finished within a predefined threshold so
as to generate a correct result; and 3) energy efficiency require-
ment [14]. Although actuators are more powerful than sensors,
they still have limited energy budgets: 1) actuators cannot be
easily recharged after deployment; and 2) relocating and con-
trolling tasks consume much more energy than computation and
communication tasks. To meet the above system requirements,
the efficient coordination of actuators is crucial.

The existing work on actuator coordination can be classified
according to whether: 1) the system runs with multiple actuators;
2) the actuator is mobile; 3) the problem is multiobjective; and
4) the solution is optimal. Table I provides a summary of some
representative papers from the literature. The extension from the
single-actuator (stationary actuators or single objective) case to
the multiactuator (mobile actuators or multiobjective) case is
not straightforward, since additional variables and constraints
need to be added into the problem formulation to satisfy new
requirements. When taking multiobjective such as the multiac-
tuator scheduling and control, the real-time performance, and
the energy efficiency into account, optimization variables are
coupled with each other nonlinearly. Heuristics [5], [14] and
evolutionary approaches [8] are popular methods to solve com-
plex optimization problems. However, the solution qualities of
these methods are hard to guarantee. Finding an optimal solu-
tion is also very important. Only by doing so, we can find out
how far the nonoptimal solution is from the optimal one, and
how to improve nonoptimal approaches based on the optimal
solution.

Complementary to the state of the art, this paper jointly op-
timizes the multiactuator scheduling and control under the con-
trol accuracy, energy, and real-time constraints and provides
an optimal solution with a reduced computing time. Our main
contributions are summarized as follows.

1) To jointly optimize the scheduling and the control of
actuators under multiple system requirements, we intro-
duce an actuator scheduling and action time allocation
(ASATA) problem. The ASATA problem is a mixed-
integer program (MIP) problem. To reduce the compu-
tational complexity, the MIP-based ASATA problem is
relaxed to a mixed-integer linear program (MILP). In-
stead of periodically updating the actuator scheduling and
action time decisions, decisions are updated only when
events occur.

2) To efficiently solve the MILP-based ASATA problem,
we divide this problem into two correlated subproblems:
an integer linear program (ILP)-based subproblem, dedi-

cated to the actuator scheduling (master problem—MP),
and a linear program (LP)-based subproblem, dedicated
to the action time allocation (slave problem—SP). The
correlated subproblems are solved in an iterative way,
where the solution of the one subproblem is propagated
to the other. We prove that through limited iterations be-
tween the MP and the SP, the algorithm converges to the
global optimal solution.

3) Using the solution of the ASATA problem to schedule
the actuators and adjust their action time, an error is in-
troduced, since the actuators are mobile and the system
states are dynamic. To enhance the control accuracy, as
well as to eliminate performance degradation caused by
the problem relaxation from MIP to MILP, we propose an
online method to estimate the introduced error. On this ba-
sis, we introduce an LP-based actuator output adjustment
(AOA) problem to adjust the outputs of the actuators.

4) We evaluate the performance of the proposed method
by both simulations and experiments that are based on a
physical testbed.

The remainder of this paper is organized as follows.
Section II presents the related work. Section III introduces
the system model and formulates the problem under study.
Section IV presents the joint-design algorithm. Section V shows
the simulation and experimental results. Section VI concludes
this study.

II. RELATED WORK

With respect to the actuator control problem, requirements
on the control accuracy should be satisfied [2]. On this ba-
sis, the control quality can be further enhanced by reducing
the action delay [12] and packet-loss rate [10] or resisting the
disturbances [16] and inaccurate system parameters [9]. Some
works consider the network delay, energy efficiency, and control
accuracy joint optimization [3] or the communication protocol
and control accuracy joint optimization [4], [15], [17]. How-
ever, the aforementioned studies mainly focus on the control of
stationary actuators.

With respect to the actuator scheduling problem, studies ex-
ist for single-actuator and multiactuator cases. For the single-
actuator scheduling case, the location and the emergency of
an event are estimated by the maximum likelihood estimation,
and the actuator is scheduled by the Markov decision processes
to handle this event in [11]. The traveling salesman problem
(TSP) [13] and the orienteering problem (OP) [7] can be used to
formulate the actuator scheduling problems. The basic idea of
the TSP (or OP) is utilizing a graph to model the system, where
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vertices are usually associated with profits (e.g., priorities of
events), while edges are usually associated with costs (e.g., the
moving time or moving energy of the actuator). The aim of the
problem is to maximize profits (or minimize the costs), under
the constraint that all the vertices must be visited (or the moving
time is limited). For the multiactuator scheduling case, the TSP
can be extended to the multiple TSP [5]. In [18], to balance the
workloads (i.e., travel cost and data collection cost) of actuators,
sensors are divided into several groups, and actuators are sched-
uled to visit these groups in sequence. However, the actuator
output control problem is not taken into account in these stud-
ies, since actuators are mainly used to visit the event area [11]
or collect data from sensors [13], [18] or are required to arrive at
sensors before the energy of sensors is lower than a predefined
threshold [5], [7].

In [14], considering the energy consumed by actuators to
move and perform action, the actuator scheduling and control
problem is formulated by a mixed-integer nonlinear program.
In [6] and [8], the actuator is scheduled to visit the sensors in
sequence and changes their energy to some certain levels. How-
ever, the dynamics of system states is not taken into account
in [6], [8], and [14]. During the movement of actuators, sys-
tem states will change, and thus, the actuator control decision
should be updated accordingly. For the dynamic system, it will
introduce a nonlinear coupling among the optimization vari-
ables (i.e., the actuator scheduling and control decisions). The
mobile actuator scheduling and/or control problems are usually
NP-hard. The common solutions include: 1) heuristics, e.g.,
greedy and approximation algorithms [5], [7], [13], [14], [18];
2) evolutionary approaches, e.g., genetic algorithm (GA) [8];
and 3) problem relaxation, e.g., under specific conditions or as-
sumptions, the nonlinear program problem can be transformed
to an MILP problem [6]. Although heuristics are able to find
the feasible solution in a short time, they do not provide bounds
on solution quality and are sensitive to changes in problem
structures.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first present the system model with sta-
tionary sensors and mobile actuators. Then, we formulate the
joint-design problem of multiple actuator scheduling and con-
trol. The main notations are summarized in Table II.

A. System Model

We consider that ns static sensors {S1, . . . ,Sns } and na
mobile actuators {A1, . . . ,Ana } are randomly deployed in a re-
gion of interest (ROI) to monitornp system states {x1, . . . , xnp }
and take necessary actions to deal with the events in that area,
respectively. System states represent physical variables under
consideration. We assume that: 1) the velocity of the actuator is
constant and no obstacle exists in the ROI, similar to the previ-
ously published works [6], [13], [14]; 2) there are nl working
points {L1, . . . ,Lnl } that the actuators can stay and perform
actions; and 3) the actuator Aj starts performing actions only
when it arrives at the designed working point.

TABLE II
MAIN NOTATIONS

Since the information exchange among sensors and actuators
is carried out by discrete data packets, we consider a linear
discrete-time model for the dynamic physical system as

x(k + 1) = Ax(k) +B(k)u(k) + ω(k) (1)

wherex(k) = [x1(k), . . . , xnp (k)]
′.A andB(k) are the system

matrix and the input matrix with appropriate dimensions, respec-
tively. Note that the input matrixB(k) may vary in different time
steps depending on the scheduling of actuators. This is because
the actuators may be scheduled to move to different working
points and only those active ones that arrive at the designated
working points start performing control actions. The system
noises ω(k) ∼ N (0,Q) and the outputs of the actuators are
bounded by u � u(k) � u. y ∼ N (μ,σ) represents that the
random variables y follow a Gaussian distribution with mean
μ and covariance σ. p � q represents pi ≤ qi (1 ≤ i ≤ m),
where p = [p1 . . . , pm ]′ and q = [q1 . . . , qm ]′.

Sensors measure the system states x(k) as follows:

z(k) = Cx(k) + ν(k) (2)

where z(k) = [z1(k), . . . , zns (k)]
′ are the measurements of

sensors, C is the measurement matrix, and the measurement
noises ν(k) ∼ N (0,R).

For the system described by (1) and (2), a Kalman filter (KF)
is an optimal estimator, since it provides a minimum variance

Authorized licensed use limited to: Johns Hopkins University. Downloaded on January 09,2022 at 04:40:42 UTC from IEEE Xplore.  Restrictions apply. 



5880 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 15, NO. 11, NOVEMBER 2019

unbiased estimate of system states x(k). Therefore, we run the
KF at each step k to estimate system states x(k) from the noisy
measurements z(k)

x(k + 1|k) = Ax(k|k) +B(k)u(k)

P (k + 1|k) = AP (k + 1|k)A′ +Q
G(k) = P (k + 1|k)C ′ (CP (k|k − 1)C ′ +R)−1

x(k|k) = x(k|k − 1) +G(k) (z(k)−Cx(k|k − 1))

P (k|k) = P (k|k − 1)−G(k)CP (k|k − 1)

where G(k) is the Kalman gain, x(k|k) and x(k + 1|k) are
the a posteriori and a priori estimates of system states x(k),
respectively. P (k|k) and P (k + 1|k) are the error covariance
matrices with respect to the estimates x(k|k) and x(k + 1|k),
respectively. The communication delay is not considered in this
paper.

Definition 3.1 (Event): If the state estimate x(k|k) is out of
a predefined threshold [xth,xth], while the state estimate x(k −
1|k − 1) was within that threshold, an event occurs at the kth
step.

Definition 3.2 (Action delay): For an event, the action delay
τ is the number of sampling periods after the event occurrence,
during which the user’s requirement on the system states, i.e.,
[x,x], remains unsatisfied.

Definition 3.3 (Action time): The action time of actuator Aj

is the number of sampling periods, during which the Aj ’s output
is not equal to zero, i.e., uj (k) �= 0.

The sensors {S1, . . . ,Sns } transmit their measurements z(k)
to the BS at each step k to estimate the system statesx(k). With-
out losing generality, we assume that an event occurs at the kth
step. Therefore, the BS schedules the actuators to the designed
working points and adjusts their outputs u(k) to control the
system states x(k + τ |k + τ − 1) to meet user’s requirement
[x,x]. Based on different applications, the ranges [xth,xth] and
[x,x] may be different.

B. Preliminaries

Equation (1) shows that the system states x(k + τ) are de-
termined by the input matrices {B(k), . . . ,B(k + τ − 1)} and
the outputs of the actuators {u(k), . . . ,u(k + τ − 1)}. Due to
the product of the variables B(l)u(l) (k ≤ l ≤ k + τ − 1), it
is difficult to solveB(l) and u(l) directly. Alternatively, we fix
the output amplitude of the actuators as u = [u1, . . . , una ]

′ dur-
ing the action time and introduce binary matrix S = [sij ]nl×na
(sij ∈ [0, 1]) and integer matrix T = [tij ]nl×na (tij ∈ Z+) to
schedule the actuators and adjust their action time during the
steps [k, k + τ − 1]. This problem is called the ASATA prob-
lem, which is detailed in Section III-C. The benefit of introduc-
ing variables S and T to the problem formulation is that they
are coupled with each other linearly, which makes the prob-
lem easier to solve. On the other hand, to enhance the control
accuracy, based on the solution of the ASATA problem, we in-
troduce a continuous vector Δu(l) = [Δu1(l), . . . ,Δuna (l)]

′

Fig. 2. Control sequence of the actuator Aj .

(Δuj (l) ∈ R) to adjust the outputs of the actuators at the lth
step (k ≤ l ≤ k + τ − 1). This problem is called the AOA prob-
lem, which is detailed in Section III-D. If the values of variables
S, T , and Δu(l) are determined, the input matrixB(k) and the
outputs of the actuators u(k) during the steps [k, k + τ − 1] are
calculated as follows.

1) Following the scheduling decision S to move the ac-
tuators, the location of the actuator Aj at the lth step
(k ≤ l ≤ k + τ − 1) is known. We assume that at the
lth step, the relocation of the actuators {A1, . . . ,Aj} has
been completed, while the actuators {Aj+1, . . . ,Ana }
are still moving. With the given sampling period Δs , we
obtain annp × jmatrix B̂ by using the methods in [2] and
[10], and thus, the input matrixB(l) = [B̂, 0np ×(na −j ) ].
This matrix remains constant until a new actuator (e.g.,
Aj+1) arrives at its designed working point.

2) Denote dsij (k) = � di j (k)
vΔ s
	 as the number of steps re-

quired for the actuator to move dij (k) distance, where
�y	 � min{n ∈ Z|y ≤ n}. According to the scheduling
decision S and the action time decision T , the actua-
tor Aj takes

∑nl
i=1 sij d

s
ij (k) steps to move and

∑nl
i=1 tij

steps to perform the actions. Therefore, the output of the
actuator Aj at the lth step is

uj (l) =

⎧
⎪⎪⎨

⎪⎪⎩

uj , if k +
∑nl

i=1
sij d

s
ij (k) ≤ l ≤ k

+
∑nl

i=1
sij d

s
ij (k) +

∑nl

i=1
tij

0, otherwise.

3) Based on the control decisions u(l) and Δu(l), the out-
puts of actuators at the lth step are given byu(l) + Δu(l),
as shown in Fig. 2.

From the above statement, we can see that the ASATA prob-
lem and the AOA problem are solved in sequence. In the follow-
ing sections, we explain how to formulate the actuator schedul-
ing and control joint-design problem through new variables S,
T , and Δu(l).

C. ASATA Problem

The problem consists of an objective function that mini-
mizes the moving and the action energy consumption of ac-
tuators subject to the control accuracy and the action real-time
constraints. Under these constraints, we determine: 1) which
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working point should the actuator be assigned to (scheduling);
and 2) when the actuators start and end the actions (action
time allocation). Let I � {1, . . . , nl}, J � {1, . . . , na} and
M � {1, . . . , np}. Since each actuator moves toward at most
one working point, the scheduling variable sij should satisfy the
inequality

nl∑

i=1

sij ≤ 1 ∀j ∈ J . (3)

The maximum action time of the actuator Aj is limited by
its residual energy [6]. Hence, the action time variable tij is
bounded by

0 ≤ tij ≤ tmj sij ∀i ∈ I, ∀j ∈ J . (4)

To finish the relocating and the controlling tasks within the
action delay τ , we have

sij d
s
ij (k) + tij ≤ τ ∀i ∈ I, ∀j ∈ J . (5)

Note that the system states are hard to precisely estimate
when the scheduling and the action time decisions S and T
are unknown. In the ASATA problem, we let the system matrix
A = I . To meet the control requirement [x,x], we have

xm ≤ xm (k|k) +
nl∑

i=1

na∑

j=1

uj tij b̃mi ≤ xm ∀m ∈M. (6)

b̃mi is the (m, i)th element of input matrix B̃, and it evaluates
the influence of the actuators on the system statexm , where these
actuators are placed to the working point Li . Note that matrices
B̃ and B are different. First, the dimension of B̃ is np × nl ,
while the dimension of B is np × na . Second, B̃ is fixed and
given in advance, whileB is time varying and determined by the
scheduling decision. In Section III-D, we explain the necessity
to introduce constraint (6) and how to extend it to the case
A �= I through the AOA problem.

Our objective is to minimize the moving and action energy
consumption of the actuators. Specifically, the moving and ac-
tion energies are assumed to be proportional to the moving
distance and the action time, respectively [6]. Therefore, the
objective function is Φ(S,T ) =

∑nl
i=1

∑na
j=1(kdsij dij (k) +

ku |uj |tij ). Summarizing the objective and the aforementioned
constraints, the ASATA problem is formulated as

P1 : min
S,T

Φ(S,T )

s.t.

{
(3)–(6),
sij ∈ {0, 1}, tij ∈ Z+ , 0 ≤ tij ≤ tmj ∀i ∈ I, ∀j ∈ J .

(7)

Since sij ∈ {0, 1} and tij ∈ Z+ (∀i ∈ I,∀j ∈ J ), P1 is an
MIP problem. To reduce the computational complexity, we relax

P1 to the following MILP problem:

P2 : min
S,T̂

nl∑

i=1

na∑

j=1

(
kdsij dij + ku |uj |t̂ij

)

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3),
t̂ij ≤ tmj sij ∀i ∈ I, ∀j ∈ J
sij d

s
ij (k) + t̂ij ≤ τ ∀i ∈ I, ∀j ∈ J

xm ≤ xm (k|k)+
∑nl

i=1

∑na

j=1
uj t̂ij b̃mi ≤ xm ∀m ∈M

sij ∈ {0, 1}, t̂ij ∈ R+ , 0 ≤ t̂ij ≤ tmj ∀i ∈ I, ∀j ∈ J .
(8)

Finding an optimal scheduling decision is the most important
step to solve P2. Since if the value of binary variables S is
determined, P2 reduces to an LP problem, which has a simpler
structure and is more easy to solve. In contrast, for P1, even if
the value of S is given, we still need to solve an ILP problem.
Solving an ILP problem is more complex than solving an LP
problem, especially when the problem size is large [19].

Equations (1) and (2) show that system is discrete, and
thus, each actuator maintains the output stepwise. We define
T̃ = [t̃ij ]nl×na as the real action time matrix, where t̃ij = �t̂ij�
and �y� � max{n ∈ Z|n ≤ y}. Hence, the actuator Aj takes∑nl

i=1 t̃ij steps to perform actions. Since t̃ij ≤ t̂ij ≤ tij (∀i ∈
I,∀j ∈ J ), the real action time decision T̃ does not violate
constraints (4) and (5) except constraint (6). In Section III-D,
we explain how to mitigate this influence through the AOA
problem.

D. AOA Problem

When A �= I , constraint (6) should be constructed by using
the predicted system states. For example, at the kth step, by
solving P2, the actuator A1 is scheduled to the working point
L1 to control the system state x1, and the moving time takes
k1 steps. When the actuator A1 arrives at the designed working
point L1 and starts acting, the state of x1 has been changed
from x1(k) to x1(k + k1). If the scheduling decision S and the
action time decision T̃ are given, we obtain the input matri-
ces {B(k), . . . ,B(k + τ − 1)} and the outputs of the actuators
{u(k), . . . ,u(k + τ − 1)}. Therefore, the system states at the
lth step (k + 1 ≤ l ≤ k + τ) are estimated by

x(l|k) = Al−kx(k|k) +
l−1∑

i=k

Al−1−iB(i)u(i).

Note thatx(l|k) is a KF-based a priori estimate. The a posteriori
estimates {x(k + 1|k + 1), . . . ,x(k + τ |k + τ)} are unavail-
able, since the future measurements {z(k + 1), . . . ,z(k + τ)}
are unknown at the current step k. In contrast, if the scheduling
decision S and the action time decision T̃ are unknown, the
input matrix B(l), the outputs of the actuators u(l), and the a
priori estimate x(l|k) (k + 1 ≤ l ≤ k + τ) are hard to derive.
This is because different S and T̂ decisions lead to different
values of B(l), u(l), and x(l|k). In addition, it is difficult to
formulate the functions of B(l), u(l), and x(l|k) by using the

Authorized licensed use limited to: Johns Hopkins University. Downloaded on January 09,2022 at 04:40:42 UTC from IEEE Xplore.  Restrictions apply. 



5882 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 15, NO. 11, NOVEMBER 2019

variables S and T̂ , i.e., it is hard to construct constraint (6)
through the state estimate x(l|k).

Since the a posteriori estimate x(k|k) is known at the current
step k, we can construct the constraint (6) through x(k|k),
while satisfying the real-time and control accuracy requirements
through another way, e.g., adjusting the outputs of the actuators
during the steps [k, k + τ − 1]. Therefore, we introduce an AOA
problem. The basic idea is similar to the closed-loop control:
we 1) fix u to determine the decisions S and T̃ ; 2) estimate
the error under the given decisions S and T̃ ; and 3) adjust the
outputs of the actuators {u(k), . . . ,u(k + τ − 1)} based on the
estimated error. The details are as follows.

1) At the kth step, we obtain the scheduling decision S and
the action time decision T̃ by solving P2; furthermore,
we derive the input matrix B(l) and the outputs of the
actuators u(l) at the lth step (k + 1 ≤ l ≤ k + τ). We
define ΔU = [Δu(k), . . . ,Δu(k + τ − 1)] as the output
adjustment decision during the steps [k, k + τ − 1]. To
drive the a priori estimate x(k + τ |k) toward the user’s
requirement [x,x], we let the output adjustment variables
ΔU to satisfy the following constraint:

x � x(k + τ |k) = Aτx(k|k)

+
k+τ−1∑

l=k

Ak+τ−1−lB(l)(u(l) + Δu(l)) � x. (9)

2) Note that: 1) the output adjustment variables Δu(l) are
bounded by u � u(l) + Δu(l) � u (k + 1 ≤ l ≤ k +
τ); and 2) the output amplitude vector u is fixed and
given. The AOA problem is formulated as

P3 : min
ΔU

k+τ−1∑

l=k

na∑

j=1

|Δuj (l)|

s.t.

{
(9),
u � u(l) + Δu(l) � u, k ≤ l ≤ k + τ − 1.

(10)

Equation (9) shows that the real-time and control accuracy
constraints are actually determined by P3. Constraints (5) and
(6) can be removed from P2. However, P2 with these constraints
can provide more accurate scheduling and action time decisions,
i.e., the solution of P3 is more easy to find out (the constraints
of P3 are more easy to satisfy) if constraints (5) and (6) are
included in P2. Therefore, P1 can be replaced by P2 due to the
introduction of P3.

IV. ALGORITHM DESIGN AND ANALYSIS

In this section, we propose a joint actuator scheduling and
control algorithm to solve P2 and P3. As shown in Fig. 3, the
proposed algorithm contains two steps. In the first step, based
on Benders decomposition [20], we divide P2 into two subprob-
lems and then find the global optimal solution by iterating the
subproblems. In the second step, based on the solution of the
first step, we solve P3 in an online manner and adjust the outputs
of the actuators accordingly.

Fig. 3. Joint multiactuator scheduling and control algorithm.

A. Decomposition-Based ASATA Algorithm

As we mentioned before, finding an optimal scheduling deci-
sionS is the most important step to solve P2. Based on this idea,
we divide P2 into two subproblems with less variables and con-
straints: an MP and an SP. Instead of considering all variables
and constraints simultaneously, P2 is solved by iterating the MP
and the SP. By doing so, the computing time can be further
reduced. The MP accounts for all the binary variables and the
associated portion of the objective function and the constraints
of P2. It also includes the information regarding the SP via a
set of constraints called Benders cuts. The SP includes all the
continuous variables and the associated constraints of P2. Solv-
ing the SP provides some information regarding the SP portion
of the P2, and this information is included in the MP through
Benders cut.

For simplicity and generality, we remove the step index k
from the equations. Based on the structure of P2, the MP and
the SP are formulated as

MP : ΦL (l) = min
S,Φ̂

Φ̂

s.t.

⎧
⎪⎨

⎪⎩

(3),
C1 : Φ̂ ≥ Γ(S,α(ς),β(ς),γ(ς),ψ(ς))∀ς ∈ A
C2 : 0 ≥ Λ(S, α̂(ϑ), β̂(ϑ), γ̂(ϑ), ψ̂(ϑ))∀ϑ ∈ B.

(11)

where

Γ(S,α(ς),β(ς),γ(ς),ψ(ς))

=
nl∑

i=1

na∑

j=1

[kdsij dij − tmj sijαij (ς) + (sij dsij − τ)βij (ς)]

+
np∑

m=1

[(xm − xm )ψm (ς)− (xm − xm )γm (ς)]

Λ(S, α̂(ϑ), β̂(ϑ), γ̂(ϑ), ψ̂(ϑ))

= Γ(S, α̂(ϑ), β̂(ϑ), γ̂(ϑ), ψ̂(ϑ))−
nl∑

i=1

na∑

j=1

kdsij dij .

C1 and C2 are the sets of the feasibility constraints (FCs) and
the infeasibility constraints (ICs), respectively. A and B are
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the sets of iterations that the dual slave problem (DSP) (13)
has the bounded and the unbounded solutions, respectively.
(α(ς),β(ς),γ(ς),ψ(ς)) is the solution of the DSP at the ςth
iteration. (α̂(ϑ), β̂(ϑ), γ̂(ϑ), ψ̂(ϑ)) is the solution of the dual
feasibility check problem (DFCP) (20) at the ϑth iteration. Note
that the objective function of P2 contains the binary variablesS,
as well as the continuous variables T̂ , while MP only considers
the binary variables S. We introduce an auxiliary variable Φ̂
into the MP as the objective function, where Φ̂ has the same
physical meaning as Φ, as

SP : ΦU (l) = min
T̂�0

Φ(S(l), T̂ )

s.t.

⎧
⎪⎪⎨

⎪⎪⎩

t̂ij ≤ tmj sij (l) ∀i ∈ I, ∀j ∈ J
sij (l)dsij + t̂ij ≤ τΔs ∀i ∈ I, ∀j ∈ J
xm ≤ xm +

∑nl

i=1

∑na

j=1
uj t̂ij b̃mi ≤ xm ∀m ∈M

(12)

where (S(l), Φ̂(l)) is the solution of the MP at the lth iteration.
Comparing the SP with P2, we observe that their formulations
are the same with the exception that the binary variables S in
the SP are fixed.

For the MP, since the constraints regarding the action time
variables T̂ are relaxed, solving this problem yields a lower
bound ΦL (l). On the other hand, since the scheduling decision
S(l) may be just a feasible solution (not optimal yet), solving
the SP yields an upper bound ΦU (l) (the proofs are provided in
Appendix A). Denote (S∗, T̂

∗
) as the optimal solution of P2,

and Φ∗ = Φ(S∗, T̂
∗
). Hence, we have ΦL (l) ≤ Φ∗ ≤ ΦU (l).

At each iteration l, a new FC or IC (Benders cuts) is generated
and added into the MP to reduce the gap between the bounds
ΦL (l) and ΦU (l) (the proof is provided in Appendix B). The
iteration process is summarized as follows.

1) Step 1 (Initialization): Initialize the iteration counter l =
0, the solution S(0) of the MP, the lower bound ΦL (0) = −∞,
and the upper bound ΦU (0) = +∞. The sets of FCs and ICs,
i.e., C1 and C2, are set to null. The initial solution S(0) is given
arbitrarily, as long as it satisfies constraint (3).

2) Step 2 (Solving the SP): In this paper, rather than solving
the SP directly, we solve its dual problem. This is because the SP
is an LP problem; the optimal objective function values of the SP
and its dual problem are equivalent due to the strong duality [21].
In addition, the FC (14) and the IC (15) can be constructed
through the solution of the DSP. To develop the dual of the SP, the
positive Lagrange multipliers α = [αij ], β = [βij ], γ = [γm ],
and ψ = [ψm ] (∀i ∈ I,∀j ∈ J ,∀m ∈M) are introduced to
the SP. Hence, the Lagrangian is

L1(S(l), T̂ ,α,β,γ,ψ) =
nl∑

i=1

na∑

j=1

[kdsij (l)dij

+ ku |uj |t̂ij + (t̂ij − tmj sij (l))αij + (sij (l)dsij + t̂ij − τ)βij ]

−
np∑

m=1

⎛

⎝
nl∑

i=1

na∑

j=1

uj t̂ij b̃mi + xm − xm

⎞

⎠ γm

+
np∑

m=1

⎛

⎝
nl∑

i=1

na∑

j=1

uj t̂ij b̃mi + xm − xm
⎞

⎠ψm .

The dual function [21] is defined as the minimum value of La-
grangian L1(S(l), T̂ ,α,β,γ,ψ) with respect to the variables
t̂ij , i.e.,

D(S(l),α,β,γ,ψ) = min
T̂�0

⎧
⎨

⎩

nl∑

i=1

na∑

j=1

[ku |uj |+ αij + βij

+
np∑

m=1

uj b̃mi(ψm − γm )

]

t̂ij + Γ(S(l),α,β,γ,ψ)

}

.

Since the variables t̂ij are positive, they are finite
only when ku |uj |+ αij + βij +

∑np
m=1 uj b̃mi (ψm − γm ) ≥

0 (∀i ∈ I,∀j ∈ J ). Therefore, the DSP is formulated as

DSP : max
α,β,γ,ψ�0

Γ(S(l),α,β,γ,ψ)

s.t. kd |uj |+ αij + βij +
np∑

m=1

uj b̃mi (ψm − γm ) ≥ 0

∀i ∈ I, ∀j ∈ J (13)

3) Step 3 (Solving the MP): Based on the solution of the
DSP, two different types of new constraints are generated and
added into the MP at the next iteration.

1) If the DSP is infeasible, the SP has an unbounded solution.
Hence, P2 has no feasible solution.

2) If the DSP has a bounded solution (α(l),β(l),γ(l),
ψ(l)), A ← {l} ∪ A. The upper bound is updated
by ΦU (l) = min{ΦU (l − 1),Γ(S(l),α(l),β(l),γ(l),
ψ(l))}. Due to the strong duality, the SP is feasible.
Denote T̂ (l) as the solution of the SP at the lth iter-
ation. Note that Φ̂(l) < Φ(S(l), T̂ (l)) = Γ(S(l),α(l),
β(l),γ(l),ψ(l)). To avoid selecting the nonoptimal so-
lution S(l) again, a new FC

Φ̂ ≥ Γ(S,α(l),β(l),γ(l),ψ(l)) (14)

is generated and added into C1 at the (l + 1)th iteration.
3) If the DSP has an unbounded solution, i.e., Γ(S(l),
α(l),β(l),γ(l),ψ(l)) = +∞, due to the strong duality,
the SP has no feasible solution under the given S(l), and
B ← {l} ∪ B. To exclude the infeasible solution S(l),
we construct a feasibility check problem (FCP) (19) and
solve its dual problem. Based on the solution of the DFCP
(20), i.e., (α̂(l), β̂(l), γ̂(l), ψ̂(l)), a new IC

0 ≥ Λ(S, α̂(l), β̂(l), γ̂(l), ψ̂(l)) (15)

is generated and added into C2 at the (l + 1)th iteration.
When the MP is solved, the iteration counter l increases, and

steps 2 and 3 are repeated. The iteration stops when |ΦU (l)−
ΦL (l)| ≤ ε, where ε is a small positive value. Note that the SP
and P2 have the same objective functions, as well as the fact
that the SP and the DSP are equivalent due to the strong duality.
From inequation (14), we can see that the auxiliary variable Φ̂
has the same physical meaning as Φ.
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Lemma IV.1: The lower bound ΦL (l) (upper bound ΦU (l))
on the optimal objective function value Φ∗ can be derived from
the solution of the MP (SP) at the lth iteration.

Proof: See Appendix A for the proof. �
Theorem IV.1: At each iteration with FC (14) or IC (15)

added into the MP, the solution converges to the global optimal
value within a finite number of iterations.

Proof: See Appendix B for the proof. �

B. Estimation-Based AOA Algorithm

Since the objective function of P3 contains the abso-
lute value |Δuj (l)|, this formulation is not a standard LP.
To transform P3 into a standard LP problem, we intro-
duce two new variables Δũj (l) and Δūj (l) to replace

the original variable Δuj (l), where Δũj (l) = |Δuj (l)|+Δuj (l)
2

and Δūj (l) = |Δuj (l)|−Δuj (l)
2 . With the new output adjust-

ment variables ΔŨ = [Δũ(k), . . . ,Δũ(k + τ − 1)] and ΔŪ =
[Δū(k), . . . ,Δū(k + τ − 1)], P3 is rewritten as

P4 : min
Δ Ũ ,Δ Ū

k+τ−1∑

l=k

na∑

j=1

(Δũj (l) + Δūj (l))

s.t.

⎧
⎪⎪⎨

⎪⎪⎩

x � x(k + τ |k) = Aτx(k|k)+
∑k+τ−1

l=k
Ak+τ−1−lB(l)(u(l) + Δũ(l)−Δū(l)) � x,

u � u(l) + Δũ(l)−Δū(l) � u, k ≤ l ≤ k + τ − 1.

(16)

Following the solution of P4 (i.e., ΔU = ΔŨ + ΔŪ) to adjust
the actuators’ outputs during the steps [k, k + τ − 1], we have
x � x(k + τ |k) � x. However, x � x(k + τ |k) � x cannot
guarantee thatx � x(k + τ |k + τ − 1) � x. The state estimate
x(k + τ |k + τ − 1) may be out of the range [x,x] due to the
system noises ω(k). To achieve x � x(k + τ |k + τ − 1) � x,
the only way is based on x(k + τ − 1|k + τ − 1) to adjust
u(k + τ − 1). Therefore, we propose an online output adjust-
ment method. The details are as follows.

1) At the lth step, we construct P4 based on the output ad-
justment variables ΔŨ = [Δũ(l), . . . ,Δũ(k + τ − 1)]
and ΔŪ = [Δū(l), . . . ,Δū(k + τ − 1)], and the current
step state estimatex(l|l), where the control accuracy con-
straint is given by x � x(k + τ |l) � x.

2) We solve P4 through the LP and follow its solution,
i.e., u(l) + Δu(l) = u(l) + Δũ(l) + Δū(l), to adjust
the outputs of the actuators at the lth step.

The above two steps are repeated until l = k + τ − 1. For the
online output adjustment method, we need to solve P4 τ − 1
times during the steps [k, k + τ − 1]. However, with step num-
ber increasing, the dimension of variables ΔU reduces.

V. PERFORMANCE EVALUATION

A. Simulation Setup

We consider a wireless rechargeable sensor network (WRSN)
as the simulation and experimental case study. Eight sensors

Fig. 4. (a) Powercast charger. (b) Powercast receivers.

TABLE III
SYSTEM PARAMETERS

and eight mobile actuators are randomly deployed in a 20 m ×
20 m ROI to perform the environment sensing and the sensor
energy charging tasks (ns = na = 8). Mobile robots and sen-
sors (e.g., Mica2) that equipped with Powercast chargers and
receivers (see Fig. 4) are served as mobile chargers (actuators)
and rechargeable sensors, respectively. Therefore, the system
states x represent the residual energy of the sensors (np = 8).
The system parameters are summarized in Table III. The sensor
model is adopted from [6], where ri is the energy consumption
rate of the sensor Si . fij (fib) is the flow rate from Si to Sj (from
Si to BS), ρ and ηij (or ηib ) are the rate of energy consump-
tion for receiving a unit of data rate and transmitting a unit of
data rate from Si to Sj (or BS), respectively. λ1 and λ2 are the
distance-independent and distance-dependent constant terms,
respectively. dij is the distance between Si and Sj . θ is the path
loss index. Here, we consider that ri is invariant with time. For
a regular AA battery, its nominal cell voltage and the quantity
of electricity is 1.2 V/2.5 Ah. Since two AA batteries provide an
average voltage 2.4 V for the Mica2 and the operating limit is
2.1 V [22], we have xth,i = 2.1× 2.5× 3600 = 18 900 J and
xth,i = 2.4× 2.5× 3600 = 21 600 J [6].

As shown in the experiments in [23], when a charger is placed
10 cm away from the receiver, the charging efficiency reduces
to 1.5%. To enhance the charging efficiency, we consider that
each sensor has only one working point, which is very close to
this sensor (nl = 8). Hence, the charging efficiency increases
to 6% [23]. Since np = na , all the sensors can be charged in
one round. If np > na , based on the lifetime of sensors, we
can divide the charging process into several rounds, and then,
in each round, we have np ≤ na . Note that different sensor and
actuator parameters lead to different values of parameters for P2
and P4. However, structures of problems under different values
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Fig. 5. System performance to deal with sequential and random events.
(a) Sequential events. (b) Random events.

of parameters are the same, and thus, the proposed methods are
still applicative. The simulations are performed on a PC with a
dual-core 2.6-GHz Intel i5 processor and 12-GB RAM, and the
algorithms are implemented in MATLAB 2013a.

B. System Performance

The initial system states x(1) are assumed to be in the range
[18 700, 18 900] J. Hence, an event occurs at step k = 1. We use
the root mean square error between lower bound x and a pos-

teriori estimate x(k|k), i.e., J(k) =
√

(x−x(k |k))′(x−x(k |k))
np

, to

evaluate the control error. Following the solutions of P2 and P4,
i.e., the matrices S, T̃ , and ΔU , to schedule the actuators and
adjust their outputs, the dynamic change of control error J(k)
is shown in Fig. 5(a). At the beginning, actuators take several
steps to relocate. When actuators arrive at the designed work-
ing points and start charging the sensors, the control error J(k)
converges to δ gradually, where δ is a small positive value. After
the energy charging process is completed, the control error J(k)
will gradually increase. When a new event occurs, the actuator
scheduling and control decisions should be updated again.

Fig. 5(b) evaluates the system performance (control error) to
deal with random events, where the sensors {S1,S3}, {S4,S8},
{S2,S7}, and {S5,S6} require charging at steps k = 1, 500,
15 800, and 30 800, respectively. From Fig. 5(b), we observe that
new events occur when actuators are still handling the previous
events. In this case, the scheduling decision S and the action
time decision T̃ should be updated again, even if the previous
tasks have not finished yet. Note that there is no need to update
decisions S and T̃ at each step k. This is because solving an
MILP problem at each step k is time-consuming and changing
scheduling decisionS at each stepkwill cause actuators to move
in a zigzag way. Since the decision update process is event driven
rather than time driven, we can handle random event efficiently,
while avoiding high computational complexity.

Fig. 6 compares the changes of control error J(k) with the on-
line and offline output adjustment methods. The offline method
solves P4 only once at step k = 1. We set Q = q · Inp ×np and
change the value of q from 0.1 to 0.5 with a step of 0.1. With
the offline method, since x(k + τ |k) is a multistep prediction,
the control error J(k + τ) increases with the value of q. In con-
trast, with the online method, the influence of q on the control
error J(k + τ) is limited. This is because the output adjustment

Fig. 6. Control errors with online and offline output adjustment meth-
ods. (a) With the offline adjustment method. (b) With the online adjust-
ment method.

Fig. 7. Convergence of the decomposition-based ASATA algorithm.
(a) Number of FCs and ICs. (b) Gap between the lower and upper
bounds.

Fig. 8. System performance with system parameter varying. (a) Actua-
tor energy consumption with u varying. (b) Control error with re varying.

matrix ΔU needs to be updated at each step k, and the update
process is based on the a posteriori estimate x(k|k) of the cur-
rent step. Although the online method needs to solve P4 multiple
times, P4 can be solved very fast using polynomial-time algo-
rithms as it is an LP problem. Using the online method, we can
get a better robustness against the system noises ω(k).

Fig. 7 shows the convergence of the decomposition-based
ASATA algorithm. With the IC (14) and the FC (15) added into
the MP during the iterations l = 1 ∼ 8, and l = 9, respectively,
the upper bound ΦU (l) and the lower bound ΦL (l) quickly
converge to the optimal value Φ∗.

C. Scalability and Robustness Evaluation

Denote Ψ as the total energy consumption of the actuators
during the steps [1, 40 000]. Fig. 8(a) evaluates the values of Ψ
under different actuator output amplitudesu. We set na = np =
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TABLE IV
ASATA CONVERGENCE ITERATION WITH np VARYING

8 and ui = uj (i �= j, 1 ≤ i, j ≤ na) and change the value of
uj (1 ≤ j ≤ na) from 2 to 5 with a step of 0.5. Fig. 8(a) shows
that the differences are small. This is because when the output
amplitude u increases, the actuator action time T̃ will reduce,
while Φ represents the total energy consumption. In addition,
the elements of output adjustment matrix ΔU are usually very
small, since the aim of P4 is to minimize them. However, if the
value of uj (1 ≤ j ≤ na) is too small, e.g., uj = 1, P2 or P4
may be infeasible.

Denote re =
∑ n p

i= 1 ri
np

as the average energy consumption
rate of the sensors. Fig. 8(b) shows the values of control er-
ror J(k) under different re . We set na = np = 8 and uj = 3
(1 ≤ j ≤ na) and change the value of re between [5, 100].
Note that: 1) re only influences the system matrixA; and 2) we
assume that A = I in P2. The solution of P2, i.e., the matrices
S and T̃ , will not change with re . To compensate the error in-
troduced by constraint (6), based on the real system matrix A
(A �= I), we construct P4 through the estimate of system states
x(k + τ). Hence, re will influence the solution of P4, i.e., the
output adjustment matrix ΔU . Fig. 8(b) shows that the larger
re is, the larger the error overshoot is. This is because before
the actuator relocation is completed, a large re leads to a fast
change of the residual energy x(k). Fig. 8(b) also shows that
at the beginning, under different average energy consumption
rates, the control error J(k) could either increase or decrease.
However, when the actuator relocation is completed, the control
error J(k) converges to δ within the action delay τ .

We define the ASATA convergence iteration as the number of
iterations to achieve |ΦU (l)− ΦL (l)| ≤ ε. Table IV shows that
the ASATA convergence iteration almost linearly increases with
the value ofnp , where we setna = np and uj = 3 (1 ≤ j ≤ na)
and change the value of np from 5 to 50 with a step of 5. The
parameters in the simulations with np = i (i = 10, . . . , 50) and
np = i− 5 are correlated, i.e., the sensors and the actuators in
the simulation with np = i are extended based on the sensors
and the actuators in the simulation with np = i− 5. Higher
dimension of the system states usually involves more variables
and constraints into the problem. Hence, more iterations are
required to search for the optimal solution.

Since actuator scheduling and control problems are jointly ad-
dressed in P2 and the input matrix is determined by the schedul-
ing decision, the input matrix is unknown until P2 is solved.
This is in contrast to the traditional system stability analysis
that the system model is usually given in advance. Hence, we
evaluate the influence of the sampling period Δs through the ex-
periments. We define the error convergence speed as the number
of steps to achieve J(k) ≤ δ. Table V shows the changes of er-
ror convergence speed under different Δs . We set na = np = 8,

TABLE V
ERROR CONVERGENCE SPEED WITH Δs VARYING

Fig. 9. Comparison between the proposed method and other methods.
(a) Objective function. (b) Computing time.

uj = 3 (1 ≤ j ≤ na) and change the value of Δs between [1,
120] s. If the sampling period is too large, e.g., Δs = 100 s,
the control error J(k) is hard to converge since P2 or P4 is
infeasible.

D. Comparison With Existing Algorithms

Fig. 9(a) compares the performance (the objective function
value and computation time) of the proposed decomposition-
based method with: 1) optimal approaches: branch and bound
(B&B) method [24] and branch and cut (B&C) method [25],
which are known to provide the optimal solution for the MILP
problems such as P2; and 2) evolutionary approach: GA [8],
[26]. We set na = np and uj = 3 (1 ≤ j ≤ na) and change the
value of np from 5 to 50 with a step of 5. Fig. 9(a) shows that the
solutions given by the proposed, B&B, and B&C methods are
the same, since the proposed method is able to find the global
optimal solution. In addition, the proposed method achieves a
lower value for the objective function than the GA, since P2 is a
minimization problem and there is no guarantee of convergence
to a global optimum for the GA [19]. The convergence of the GA
is sensitive to the choice of the genetic operators, the mutation
probability, and the selection criteria, while fine-tuning of these
parameters is often required.

Fig. 9(b) shows that when the value of np is increased, the
computing time of all the four methods increases, since more
variables and constraints are involved into the problem, and thus,
the problem size is enlarged. However, the proposed method
takes a shorter computing time than the others. Compared with
the proposed method, the GA is more complex, since it needs
to generate new populations in each iteration by applying sev-
eral procedures, such as selection, reproduction, mutation, and
crossover. B&C, which combines the benefits of B&B and Go-
mory cutting schemes, can better explore the tradeoff between
optimality, efficiency, and stability. Usually, B&C has a faster
convergence speed than B&B [25]. For an optimization prob-
lem, the computing time increases significantly with the number
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Fig. 10. Overview of the testbed. (a) LEGO NXT robots and Mica2
nodes with Powercast receivers. (b) OptiTrack tracking system. (c) GUI.

of variables and constraints. Hence, solving smaller problems
(i.e., MP and SP) iteratively is more efficient than solving a
single large problem. This result is in line with the comparison
in [27], where the decomposition-based method is faster than
B&B and B&C (computing time) methods when solving large
problem instances.

E. Experiment

In this section, we evaluate the performance of the proposed
method through the experiments, where three sensors (Mica2
equipped with Powercast receiver) are randomly deployed in a
3 m × 3 m ROI, and two LEGO NXT wheeled robots are em-
ployed to serve as the actuators (mobile chargers). The initial lo-
cations of the sensors and the robots are shown in Fig. 10(a). The
constrained environment (e.g., collision/obstacle avoidance) is
not considered in this paper. We use the OptiTrack system [28]
to detect and track the movements of the robots. This system
contains six cameras (with 0.3-MP resolution at 100 frames/s),
which are installed on the ceiling [see Fig. 10(b)]. The cam-
eras are connected to the BS (i.e., PC) via a USB hub, and
the real-time positions of the mobile targets are shown through
a graphical user interface (GUI) on the PC [see Fig. 10(c)].
The parameters of sensors and actuators are listed in Table III.
The BS collects the real-time positions of the robots obtained
from the OptiTrack, constructs P2 and P4, and solves the prob-
lems in MATLAB to obtain the actuator scheduling and control
decisions and simulates the dynamic energy change of the sen-
sors. At the beginning of the experiment, the BS simulates the
dynamic change of the system statesx(k) without the system in-
putsu(k). If an event is detected, the BS updates the scheduling
and control decisions, and the mobile robots are relocated ac-

Fig. 11. Experimental results. (a) Real robot moving trajectory. (b) Dy-
namic sensor energy.

cordingly. When the mobile robots arrive at the designed work-
ing points and start performing actions, the BS calculates the
dynamic change of system states x(k) under the influences of
system inputs u(k).

When the start and goal points of each robot are determined,
the BS performs the path tracking control through the quadratic
curve method [29]. The aim of the path tracking control is to
control the system states of a mobile robot (px, py , pθ )′ by using
two parameters (ϕr , ϕl), where (px, py ) and pθ are the position
and the posture angle of a robot, respectively. ϕr and ϕl are
the angular velocities of the right and left wheels, respectively.
The quadratic curve method contains two steps. In the first step,
a quadratic curve that links the reference position (p∗x , p

∗
y ) and

the robot position (px, py ) is calculated. In the second step, by
using the error vector (ex, ey , eθ )′, the control inputs to the robot
(ϕr , ϕl) are determined so that the robot can move along with
the calculated quadratic curve. The control command (ϕr , ϕl)
is sent from the BS to the robot via Bluetooth with a period of
0.2 s. Since this command only contains the angular velocities
of the left and right wheels, the packet size of one command for a
robot is usually smaller than 100 bytes. The control of the robot
is carried out in a closed-loop manner. Based on the received
control command, a classic proportional–integral–differential
algorithm [30] is implemented in the robot to adjust the veloc-
ities of two driving wheels. Although there exist some errors
between the designed and real goal points, these errors can be
further reduced by adjusting the parameters of the algorithms,
e.g., the period for sending commands.

The real robot moving trajectory (from OptiTrack) and
the simulated sensor energy (from MATLAB) are shown in
Fig. 11(a) and (b), respectively. Since the velocities of the robots
are not constant, the mean velocity in P2 is set to v = 6 cm/s,
which is an empirical value. The charging process contains three
rounds:R1,R2, andR3. Table VI summarizes the experimental
details, where Ir , Li , Lf , Tm , and Tc are the scheduled robot,
the initial and final positions of robots, and the moving and
charging time of robots, respectively. The experimental results
show that for the robots depending on different initial orienta-
tions, their movements are not always a straight line. In addition,
the moving time of the robots is much shorter than the charging
time of the sensors, and thus, the approximation of the mean ve-
locity in P2 is acceptable. The experiments based on the testbed
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TABLE VI
ROBOT SCHEDULING AND CHARGING TIME

provide some demonstrative results of our proposed method for
the multiactuator coordination. Based on different applications,
e.g., fire monitoring and extinguishing [11], boundary and zone
control [31], or multivehicle formation control [32], the LEGO
robots can be replaced by appropriate types of robots. In these
applications, the temperature or the gas concentration at some
points of interest (POIs) or the distances between the leader and
the followers can be viewed as the system states. Therefore,
the aim of the problem is to schedule the mobile actuators and
adjust their outputs to control the system states in order to meet
the system requirements, such as control accuracy, real-time
performance, and energy efficiency.

F. Discussion

In the simulations and experiments, we consider the WRSN
as an illustrative example. However, the proposed method is
not limited to the WRSN. Similar joint-design problems can
be found in many other areas, such as the task mapping prob-
lem [33] in CPS devices. The CPS devices could be sensors,
actuators, or BSs, depending on different applications, and they
have different computing abilities. An application (e.g., image
processing or target tracking) usually consists of a set of tasks.
These tasks could be executed on different single-core devices
(e.g., sensors or actuators) and/or on different cores of a mul-
ticore device (e.g., BS). For example, in the target tracking
application, instead of collecting and sending all data to the BS,
a part of the processing is done on site with sensors to reduce
the network traffic. Therefore, only a small part of preprocessed
data needs to be sent. This model of computation is known as
“fog/edge computing.”

Generally, the task mapping problem includes the task allo-
cation subproblem with the aim to decide task-to-device and/or
task-to-core allocation and the task scheduling subproblem with
the aim to determine the start and the end time of each task. Since
different task allocation schemes lead to different task schedul-
ing decisions, the correlated subproblems should be optimized
simultaneously to find the optimal solution. Usually, the task
mapping is performed under a set of real-time and energy con-
straints, since the tasks need to be executed before a deadline to
generate a correct result and some devices (e.g., sensors and ac-
tuators) have limited energy budgets. The energy consumption
of the CPS devices is determined by the task mapping deci-
sion, which is a dynamic process. In this context, the approach
presented in this paper can be easily extended to formulate the
task mapping problem. Some existing works, e.g., [34], [35],
have already considered the task mapping problem with the

MILP structure. Such a problem can be optimally solved by the
proposed decomposition-based method.

VI. CONCLUSION

In this paper, we solved the actuator scheduling and control
joint-design problem in CPSs. To enhance system real-time and
energy efficiency performances, as well as to reduce the er-
ror introduced by the actuator movement and dynamic system
states, we formulated a joint-design problem that consists of an
ASATA problem and an AOA problem. On this basis, we pro-
posed a decomposition-based method and an estimation-based
method to solve these problems efficiently. Finally, we analyzed
the convergence and the control accuracy of the proposed meth-
ods. Simulation results demonstrated that the proposed meth-
ods are able to deal with the sequential and random events and
achieve a tradeoff between the control accuracy and the com-
puting time. The proposed method is also implemented to the
real system. The experimental results showed that the desired
control requirements are satisfied by scheduling the robots and
controlling their actions.

APPENDIX A
PROOF OF LEMMA 4.1

Proof: Although the MP is composed of binary variables S
and a continuous variable Φ̂, this problem can be solved by only
considering the binary variablesS. Equation (11) shows that the
effective constraints are (3) and C2, while C1 can be treated as
the objective function. We assume that at the ςth (1 ≤ ς ≤ l) iter-
ation, the DSP has a bounded solution (α(ς),β(ς),γ(ς),ψ(ς)).
Comparing the MP with the following ILP problem:

Φ̂r (ς) = min
S

Γ(S,α(ς),β(ς),γ(ς),ψ(ς))

s.t.

{∑nl

i=1
sij ≤ 1 ∀j ∈ J

0 ≥ Λ(S, α̂(ϑ), β̂(ϑ), γ̂(ϑ), ψ̂(ϑ)) ∀ϑ ∈ B
(17)

we have ΦL (l) = Φ̂(l) = max∀ς∈A{Φ̂r (ς)}. Without loss of
generality, we assume that Φ̂(l) = Φ̂r (ρ) (ρ ∈ A). Thus, we
have

Φ̂(l) = min
S

Γ(S,α(ρ),β(ρ),γ(ρ),ψ(ρ))

≤ Γ(S∗,α(ρ),β(ρ),γ(ρ),ψ(ρ)) (18a)

≤ max
α,β,γ,ψ�0

Γ(S∗,α,β,γ,ψ) = Φ∗ (18b)

where inequation (18a) holds, since S∗ is not the optimal
solution under the given multipliers (α(ρ),β(ρ),γ(ρ),ψ(ρ)).
Equation (18b) shows that ΦL (l) is a lower bound of Φ∗. De-
pending on the solution of the DSP, its objective function value
can be either finite or infinite. It is obvious that +∞ is an upper
bound of Φ∗. Thus, we focus on the case when the DSP has a
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bounded solution (α(l),β(l),γ(l),ψ(l)). Since

Γ(S(l),α(l),β(l),γ(l),ψ(l)) = min
T̂�0

Φ(S(l), T̂ )

≥ min
T̂�0

Φ(S∗, T̂ ) = Φ∗

ΦU (l) = min{ΦU (l − 1),Γ(S(l),α(l),β(l),γ(l),ψ(l))} =
min1≤i≤l{Γ(S(i),α(i),β(i),γ(i),ψ(i))} is an upper bound
of Φ∗. �

APPENDIX B
PROOF OF THEOREM 4.1

Proof: At the lth iteration, if the DSP has a bounded
solution (α(l),β(l),γ(l),ψ(l)), the SP is feasible. The
nonoptimal solution S(l) is excluded by the FC: Φ̂ ≥
Γ(S,α(l),β(l),γ(l),ψ(l)). On the other hand, if the DSP
has an unbounded solution, the SP is infeasible. For the SP,
its feasibility is related to the constraints rather than the ob-
jective function. This problem may be feasible if the posi-
tive variables ξ1 = [ξ1

ij ], ξ
2 = [ξ2

ij ], ξ
3 = [ξ3

m ], and ξ4 = [ξ4
m ]

(∀i ∈ I,∀j ∈ J ,∀m ∈M) are introduced to relax the con-
straints. Therefore, we construct an FCP as

FCP : min
T̂ ,ξ�0

Θ(ξ) =
4∑

k=1

⎛

⎝
nl∑

i=1

na∑

j=1

ξkij +
np∑

m=1

ξkm

⎞

⎠

s.t.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

t̂ij ≤ tmj sij (l) + ξ1
ij ∀i ∈ I, ∀j ∈ J

t̂ij + sij (l)dsij ≤ τ + ξ2
ij ∀i ∈ I, ∀j ∈ J

xm − ξ3
m ≤ xm +

∑nl

i=1

∑na

j=1
uj t̂ij b̃mi

≤ xm + ξ4
m ∀m ∈M.

(19)

Introducing the positive Lagrange multipliers α̂ = [α̂ij ], β̂ =
[β̂ij ], γ̂ = [γ̂m ], and ψ̂ = [ψ̂m ] (∀i ∈ I, ∀j ∈ J , ∀m ∈M) to
the FCP, the Lagrangian is

L2(S(l), T̂ , ξ, α̂, β̂, γ̂, ψ̂)

=
nl∑

i=1

na∑

j=1

{[

α̂ij + β̂ij +
np∑

m=1

uj b̃mi(ψ̂m − γ̂m )

]

t̂ij

+ (1− α̂ij )ξ1
ij + (1− β̂ij )ξ2

ij

}

+
np∑

m=1

[(1− γ̂m )ξ3
m + (1− ψ̂m )ξ4

m ]

+
nl∑

i=1

na∑

j=1

[−tmj sij (l)α̂ij + (sij (l)dsij − τ)β̂ij ]

+
np∑

m=1

[(xm − xm )ψ̂m − (xm − xm )γ̂m ].

Therefore, the DFCP is formulated as

DFCP : max
α̂,β̂,γ̂,ψ̂�0

Λ(S(l), α̂, β̂, γ̂, ψ̂)

s.t.

⎧
⎪⎨

⎪⎩

α̂ij+β̂ij+
∑np

m=1
uj b̃mi(ψ̂m − γ̂m ) ≥ 0∀i ∈ I,∀j ∈ J

1− α̂ij ≥ 0, 1− β̂ij ≥ 0 ∀i ∈ I, ∀j ∈ J
1− γ̂m ≥ 0, 1− ψ̂m ≥ 0 ∀m ∈M.

(20)

Denote ξ(l) and (α̂(l), β̂(l), γ̂(l), ψ̂(l)) as the solutions of
the FCP and the DFCP at the lth iteration, respectively. If the SP
is infeasible, the related relax variables are nonzero, while the
others are zero. Hence, we have Θ(ξ(l)) > 0. Since the FCP is
an LP, the strong duality is guaranteed between the FCP and its
dual problem, i.e., Θ(ξ(l)) = Λ(S(l), α̂(l), β̂(l), γ̂(l), ψ̂(l)) >
0. Therefore, the infeasible solution S(l) is excluded by the IC:
0 ≥ Λ(S, α̂(l), β̂(l), γ̂(l), ψ̂(l)). The reason why we construct
the IC by the solution of the DFCP rather than the solution of
the FCP is that Λ(S, α̂, β̂, γ̂, ψ̂) is a function with respect to the
binary variables S but not Θ(ξ), i.e., 0 ≥ Θ(ξ(l)) is an invalid
constraint for the MP.

Since the nonoptimal values of the binary variables S found
by previous l iterations have been excluded, and, as l increases,
more constraints are added into the MP (i.e., the feasible re-
gion of the MP will shrink), ΦL (l + 1) is larger than the pre-
vious lower bounds {ΦL (0), . . . ,ΦL (l)}. On the other hand,
since the upper bound is updated by ΦU (l) = min{ΦU (l − 1),
Γ(S(l),α(l),β(l),γ(l),ψ(l))}, ΦU (l + 1) is smaller than the
previous upper bounds {ΦU (0), . . . ,ΦU (l)}. According to the
characteristics of these two sequences, the global optimal solu-
tion of P2 is guaranteed when |ΦU (l)− ΦL (l)| ≤ ε. Note that at
each iteration, a new constraint is added into the MP to exclude
those nonoptimal or infeasible values of the binary variables S.
In addition, the dimension of the binary variables S is finite.
The gap between the lower and upper bounds converges to ε in
a finite number of iterations. �
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