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Abstract—For robotics, multi-agent cooperative motion
planning (MACMP) is an important but complex problem
since it contains highly coupled dynamics and collision-
free constraints. In this letter, a general parallel solu-
tion framework is proposed based on alternating direction
method of multipliers (ADMM), which decouples the com-
plicated coupling constraints and decomposes original
problem into independent sub-problems for each agent,
thereby making the iterative computation of ADMM and
the solving of sub-problems parallel. The convergence of
ADMM is analyzed, and the simulation results verify that
proposed framework can better balance solution optimal-
ity and computational efficiency, compared with interior
point method (IPM) and progressively constrained dynamic
optimization algorithm (PCDO).

Index Terms—Alternating direction method of
multipliers, motion planning, multi-agent system, optimal
control.

I. INTRODUCTION

IN THE field of robotics, motion planning has always
been a classic and important topic, while the main task

of multi-agent cooperative motion planning (MACMP) is to
find a collision-free trajectory connecting the starting point
to end point for each agent [1]. Compared with single
agent, MACMP problem will be more intractable, since it
contains dynamic collision-free constraints that are highly cou-
pled across agents [2]. Meanwhile, as the number of agents
increases, the dimension of coupling constraints of MACMP
problem will become higher, which makes the problem more
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difficult and time-consuming [3]. Obviously, the key point of
solution is to reduce the dimension of constraints and han-
dle the coupling of constraints across different agents [4].
Existing literature can mainly be classified into decentralized
and centralized frameworks to deal with these difficulties [5].

The decentralized framework can also be called as the
reaction-based framework, and the typical and well-known
methods mainly include reciprocal velocity obstacle (RVO) [6]
method and its revisions, such as optimal reciprocal collision-
avoidance (ORCA) [7] method. The main concept of decen-
tralized framework is to let each agent make decision inde-
pendently to achieve collision-free planning through local
observation information [8]. Since each agent only needs to
solve its own problem, the computation time is short and this
framework can realize online planning. However, as each agent
cannot obtain global information, the decentralized framework
often yields less optimal solution [8].

Compared with decentralized framework, the methods based
on centralized framework can formulate MACMP as a uni-
fied optimal control problem (OCP) with state constraints,
and generally have better optimality [9], but the problem will
have higher computational complexity. From the perspective
of optimization, MACMP is essentially a highly non-convex
nonlinear programming (NLP) problem. In order to deal with
complex constraints, several methods have been proposed to
solve the sequential planning problem for each agent based
on prioritization [10]. Prioritization-based methods decouple
the dynamic collision-free constraints in time domain [11],
but the solution space may become small for agents with low
priority and deadlock may occur. In order to decouple con-
straints, [12] solves the problem based on an improved version
of alternating direction method of multipliers (ADMM), but
its sub-problem still contains dynamic collision-free constraint,
and the control variables are only optimized in velocity space.
Similarly, [13], [14], [15] implement problem decomposition
based on ADMM, but they do not consider the time coupling
of dynamics constraints, and there are still coupling constraints
across different agents in sub-problems.

In addition, there are also many centralized methods uti-
lizing other different strategies to solve MACMP problem.
Reference [16] proposes the progressively constrained dynamic
optimization (PCDO) algorithm which constructs intermediate
problems by incrementally adding constraints to realize the
solving of problem. Reference [17] presents a parabolic relax-
ation technique to convexify the constraints and analyzes the
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problem in a higher dimensional space. The above methods
can effectively obtain better quality solutions under certain
conditions, but they are essentially direct solving to whole
problem, so that the computation time and resource usage may
increase as the problem becomes more complicated [18].

In this letter, we propose a centralized optimization frame-
work based on parallel sub-problem decomposition and com-
putation. Based on ADMM [19], [20], [21], the MACMP
problem will be decomposed into two types of sub-problems:
sub-problem containing only dynamics constraints and sub-
problem containing only collision-free constraints. For each
type of sub-problem, it also can be split into smaller sub-
problems which can be assigned to each agent individually.
This can make the iterative computation of ADMM and solv-
ing of sub-problem for each agent in parallel. Since we utilize
a centralized framework, each agent only needs to maintain
connection with the master node (central controller or specific
agent), and this connectivity is undirected.

The remainder of this letter is organized as follows.
Section II formulates the MACMP problem and Section III
illustrates the methodology. Section IV proofs the convergence
of ADMM. Section V discusses the simulation results and
conclusion is presented in Section VI.

II. BENCHMARK PROBLEM FORMULATION

Typically, the MACMP problem for Na agents can be
formulated as:

min
s,tf

J(s, tf ) = μt · tf + μi ·
Na∑

i=1

Ji(si) (1)

s.t. F(s, tf ) = 0, Oi(s) ≥ 0, s ∈ B, i = 1, . . . , Na (2)

where s ∈ R
n·Na = [s�1 , . . . , s�i , . . . s�Na

]� is the state vari-
ables vector (including input variables) of all Na agents, si
is the state variables vector of agent i, tf ∈ R

+ is the
travel time, J : R

n·Na × R
+ → R is the objective function

of whole problem, Ji : R
n → R is the objective func-

tion of agent i (generally quadratic), μt, μi are the weights,
F : R

n·Na → R
n·Na = [F1, . . . ,Fi, . . .FNa]� is the dynam-

ics equation matrix (dynamics constraint), Oi : Rn·Na → R is
the collision-free constraint between agent i and other agent,
B = ⋃Na

i=1 Bi is the box constraint including initial and final
conditions. For simplicity, we define d = [s�, tf ]� ∈ R

n·Na+1

to represent the decision variables of whole optimization
problem. It is noted that (1) is a typical MACMP model and
can be applicable to most relevant scenarios.

Obviously, problem (1) is a highly non-convex NLP
problem and F ,Oi are the main coupling constraints. In order
to handle coupling constraints, we utilize ADMM to achieve
the decomposition and decoupling of original problem.

For ease of discussion and transformation, we introduce
the auxiliary decision variables d̃, d̂, d̄ to represent different
constraints, and obtain the equivalent problem of (1) as

min
d̃,d̂,d̄

J(d̃) (3)

s.t. F(d̃) = 0, Oi(d̂, d̄) ≥ 0, {d̃, d̂, d̄} ∈ B,

d̃ = d̂ = d̄, i = 1, . . . , Na (4)

For brevity without causing ambiguity, we directly use
F ,Oi, B in (2) to describe the (augmented) constraints in (4).

It is noted that d̂ only satisfies the constraint F , and d̄, d̂ only
satisfy the constraint Oi, and d̄ is the copy of d̂. Meanwhile,
Oi can be written as

Oi(d̂, d̄) = Oi(ŝi, d̄ \ s̄i) (5)

where ŝi ∈ d̂, s̄i ∈ d̄, and d̄ \ s̄i means to remove s̄i from
d̄. Actually, the constraint Oi indicates that agent i should
maintain a certain safe distance from other agents.

Remark 1: The introduction of copy variable d̄ will greatly
reduce the coupling of collision-free constraints between
agents. Section III-B will show that d̄ makes the origi-
nal dynamic collision-free constraints transformed into static
constraints at each time step.

Furthermore, in order to transform the problem (3) into the
standard form of ADMM, the indicator function is introduced.

Definition 1: Assuming that E is a subset on R
n, the indi-

cator function on E is defined as the mapping IE : R
n →

R ∪ {+∞} and

IE(e) =
{

0 if e ∈ E
+∞ if e 	∈ E

(6)

Based on Definition 1, we can obtain the indicator function
of decision variable d̃ as

IEF (d̃) =
{

0 if d̃ ∈ EF
+∞ if d̃ 	∈ EF

(7)

where EF = {d̃:F(d̃) = 0, d̃ ∈ B}.
Similarly, we can obtain the indicator function of d̂, d̄ as

IEOi
(d̂, d̄) =

{
0 if (d̂, d̄) ∈ EOi

+∞ if (d̂, d̄) 	∈ EOi

(8)

where EOi = {(d̂, d̄) : Oi(d̂, d̄) ≥ 0, (d̂, d̄) ∈ B}.
Based on indicator functions (7), (8), the constraints in (4)

can be moved into the objective function (3), resulting in an
equivalent optimization problem:

min
d̃,d̂,d̄,ď

J(d̃)+ IEF (d̃)+
Na∑

i=1

IEOi
(d̂, d̄) (9)

s.t. d̃ = d̂ = d̄ = ď (10)

where ď is the common global variable. The introduction of
ď transforms the problem (3), (4) into a global consensus
problem (9), (10), which conforms to the standard form of
ADMM [19] and can be further decomposed and decoupled.

III. PROBLEM DECOMPOSITION AND PARALLEL SOLVING

According to the framework of ADMM, we can obtain the
augmented Lagrangian function of (9) as

Lσ (d̃, d̂, d̄, ď, w̃, ŵ, w̄)

= J(d̃)+ IEF (d̃)+
Na∑

i=1

IEOi
(d̂, d̄)

+ w̃�(d̃− ď)+ ŵ�(d̂− ď)+ w̄�(d̄− ď)

+ σ

2
·
(
‖d̃− ď‖22 + ‖d̂− ď‖22 + ‖d̄− ď‖22

)

= J(d̃)+ IEF (d̃)+
Na∑

i=1

IEOi
(d̂, d̄)+ σ

2

∥∥∥d̃− ď+ σ−1w̃
∥∥∥

2

2
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− 1

2σ
‖w̃‖22 +

σ

2

∥∥∥d̂− ď+ σ−1ŵ
∥∥∥

2

2
− 1

2σ
‖ŵ‖22

+ σ

2

∥∥∥d̄− ď+ σ−1w̄
∥∥∥

2

2
− 1

2σ
‖w̄‖22 (11)

where w̃, ŵ, w̄ ∈ R
n·Nv+1 are the Lagrangian multiplier vectors

and σ ∈ R
+ is the penalty coefficient. Based on (11), the

iterative sub-problems of ADMM can be obtained as

d̃k+1 = argmin
d̃

J(d̃)+ IEF (d̃)+ σ

2

∥∥∥d̃− ďk + σ−1w̃k
∥∥∥

2

2

(12)

d̂k+1 = argmin
d̂

Na∑

i=1

IEOi
(d̂, d̄k)+ σ

2

∥∥∥d̂− ďk + σ−1ŵk
∥∥∥

2

2

(13)

d̄k+1 = argmin
d̄

Na∑

i=1

IEOi
(d̂k+1, d̄)+ σ

2

∥∥∥d̄− ďk + σ−1w̄k
∥∥∥

2

2

(14)

ďk+1 = 1

3

(
d̃k+1 + d̂k+1 + d̄k+1 + 1

σ

(
w̃k + ŵk + w̄k

))

(15)

w̃k+1 = w̃k + σ
(

d̃k+1 − ďk+1
)

ŵk+1 = ŵk + σ
(

d̂k+1 − ďk+1
)

(16)

w̄k+1 = w̄k + σ
(

d̄k+1 − ďk+1
)

where k represents the number of iteration. It is noted
that first sub-problem (12) is uncoupled from other sub-
problems (13), (14), thus they can be solved in parallel in the
iterations of ADMM. Meanwhile, first sub-problem (12) only
contains the dynamics constraints, while second and third sub-
problems (13), (14) only contain the collision-free constraints.
This indicates that two main types of complicated constraints
in the problem are decoupled.

Furthermore, each sub-problem can be decomposed into
smaller sub-problems which can also be solved in parallel. In
the following context, we will discuss in detail how to solve
each sub-problem respectively.

A. Solving First Sub-Problem

The first sub-problem (12) in ADMM can be rewritten as

d̃k+1 = argmin
d̃

μt · t̃f + μi ·
Na∑

i=1

Ji(s̃i)

+ σ

2

∥∥∥d̃− ďk + σ−1w̃k
∥∥∥

2

2
(17)

s.t. Fi(s̃i, t̃f ) = 0, s̃i ∈ Bi, i = 1, . . . , Na (18)

where t̃f , s̃i ∈ d̃. For subsequent variables in d̃, d̂, d̄, etc., we
will utilize the symbolic expression similar to t̃f , s̃i.

Although (17) only contains the dynamics constraints of
agents and can be considered as a classical optimal control
problem, the dimensionality of constraints is so high that it is
still difficult to solve directly.

It can be found that for problem (17), the dynamics con-
straints of different agents are only coupled in time. To elim-
inate this coupling, we propose a ‘First-Solve-Then-Regulate-
Time’ (FSTRT) solution strategy [22]. The key concept of

FSTRT is to first solve the individual optimal control sub-
problem of each agent i to obtain different travel time t̃if , then

find the maximal travel time t̃m = max{t̃1f , . . . , t̃Na
f }, and finally

re-solve each optimal control sub-problem with t̃m as the final
condition of time.

Based on FSTRT, problem (17) can first be rewritten as Na
smaller optimal control sub-problems:

{s̃i, t̃if } = argmin
s̃i,t̃if

μt · t̃if + μi · Ji(s̃i)

+ σ

2

∥∥∥∥
[
s̃�i , t̃if

]� − ďk
i + σ−1w̃k

i

∥∥∥∥
2

2
(19)

s.t. Fi(s̃i, t̃if ) = 0, si ∈ Bi (20)

where ďi = [š�i , ťf ]�, and w̃i represents the corresponding
weight vector. For each agent i, problem (19) is decoupled in
time and can be solved in parallel.

After solving (19), we can obtain t̃k+1
m as the unified time

final condition to regulate the travel time for each agent i. The
problem (19) can be further rewritten as

s̃k+1
i = argmin

s̃i

μi · Ji(s̃i)+ σ

2

∥∥∥s̃i − šk
i + σ−1w̃k

si

∥∥∥
2

2
(21)

s.t. Fi(s̃i) = 0, si ∈ Bi, t̃if = t̃k+1
m (22)

where w̃k
si

is the weight vector of s̃i. Obviously, problem (21)
can also be solved in parallel and its solution consti-
tutes the solution of first sub-problem (12), i.e., d̃k+1 =
[s̃k+1�

1 , . . . , s̃k+1�
Na

, t̃k+1
m ]�. It should be emphasized that prob-

lems (19), (21) are simple classical optimal control problems
for each agent, which can be solved efficiently.

Intuitively, FSTRT strategy makes the solution of first sub-
problem (12) lose certain optimality, but it realizes parallel
solution of each agent, which will significantly improve the
solvability and efficiency of problem. In the testing of Case 1,
compared with directly solving the optimal control problem,
the optimality loss of FSTRT does not exceed 0.5%, but the
computation time can be improved by at least 42%. Although
we exchange solution efficiency with optimality, the loss of
FSTRT will not be too large, or even negligible.

B. Solving Second and Third Sub-Problems

Essentially, second sub-problem (13) and third sub-
problem (14) are similar. They both only contain collision-free
constraints, and only the iteration variables for solving are
different. For brevity, we only discuss how to solve second
sub-problem (13) in this part.

Moving the indicator function IEOi
to the constraints,

problem (13) can be rewritten as:

d̂k+1 = argmin
d̂

σ

2

∥∥∥d̂− ďk + σ−1ŵk
∥∥∥

2

2
(23)

s.t. Oi(d̂, d̄k) ≥ 0, d̂ ∈ B, i = 1, . . . , Na (24)

It should be pointed out that since d̄k is a constant vector in
constraint Oi, the coupled dynamic collision-free constraints
are transformed into static obstacle avoidance constraints in
each time step, which eliminates the states coupling between
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agents. Therefore, the problem can be rewritten as Na smaller
independent sub-problems for each agent:

ŝk+1
i = argmin

ŝi

σ

2

∥∥∥ŝi − šk
i + σ−1ŵk

si

∥∥∥
2

2
(25)

s.t. Oi(ŝi, d̄k \ s̄k
i ) ≥ 0, ŝi ∈ Bi (26)

where ŵk
si

is the weight vector of ŝi.
Furthermore, since the constraint Oi is essentially only

related to the coordinate pi = [xi, yi]� ∈ si of agent i,
problem (25) can be further simplified as

p̂k+1
i = argmin

p̂i

σ

2

∥∥∥p̂i − p̌k
i + σ−1ŵk

pi

∥∥∥
2

2
(27)

s.t. Oi(p̂i, p̄k \ p̄k
i ) ≥ 0, p̂i ∈ Bi (28)

where p = [p�1 , . . . , p�Na
]�, ŵpi is the weight vector of p̂i,

and decision variables that are not related to collision-free
constraints can be directly obtained based on ďk.

Similar to (19), (21), problem (27) for each agent i is uncou-
pled, indicating that it can also be solved in parallel. For third
sub-problem (14), its solution method is the same as second
sub-problem.

Obviously, above processing realizes the simplification of
collision-free constraints and parallel solution of second and
third sub-problems, which can improve the solvability and
computational efficiency of problem.

C. Algorithm Framework

Based on above discussions, we can obtain the solution
process of ADMM for original problem (1) and proposed
algorithm is summarized as Algorithm 1.

It should be emphasized that the convergence criterion
of ADMM iteration is generally to determine whether the
iteration error satisfies the error tolerance. However, in order to
solve the problem efficiently, we set that when the solution of
first sub-problem (12) satisfies the collision-free constraints,
the ADMM iteration is terminated and this solution will
be taken as the final solution. Although constraints verifica-
tion may incur additional runtime for each iteration, it can
obviously reduce the overall solution time.

This setting is reasonable and has no impact on the
convergence analysis of ADMM iteration. Since the objec-
tive function of first sub-problem is consistent with original
problem, the solution to optimal control problem that satis-
fies the collision-free constraints already has a high quality. It
should be noted that since the original problem is a non-convex
problem, we can only obtain the local optimal solution, while
the solution of optimal control that satisfies the collision-free
constraint is a local optimal solution.

IV. CONVERGENCE ANALYSIS OF ADMM

In this section, the convergence proof of ADMM iteration
in Algorithm 1 is given. For ease of discussion, we rewrite the
problem (9) as its equivalent form:

min J (dp)+R(dc) (29)

s.t. 1 · dp − 1 · dc = 0 (30)

Algorithm 1 Multi-Agent Cooperative Motion Planning

1: Initialization: d̄0, ď0, w̃0, ŵ0, w̄0, σ, k← 0
2: repeat
3: do in parallel {Between Block 1 and Block 2}
4: do in parallel
5: Parallel solution for problem (19)
6: end do
7: Obtain t̃k+1

m
8: do in parallel
9: Parallel solution for problem (21)

Block 1

10: end do
11: Obtain d̃k+1

12: do in parallel
13: Parallel solution for problem (27)

Block 2

14: end do
15: Obtain d̂k+1

16: do in parallel
17: Parallel solution for problem (14)
18: end do
19: Obtain d̄k+1

20: end do
21: Update ďk+1 via (15)
22: Update w̃k+1, ŵk+1, w̄k+1 via (16)
23: k← k + 1
24: until Oi(d̃k−1) ≥ 0, i = 1, . . . , Na
Output: The solution of problem (1): d = d̃k−1

where dp = [d̃�, d̂�, d̄�]�, dc = [ď�, ď�, ď�]�, J (dp) =
J(d̃) + IEF (d̃) +∑Na

i=1 IEOi
(d̂, d̄), R(dc) ≡ 0 is a constant

value function, and 1 is an identity matrix.
Before proving convergence, we first give some necessary

definitions, assumptions, and lemmas, which are mainly based
on the theoretical framework in reference [23].

Assumption 1: The sets EF and EOi are all bounded closed
sets.

Assumption 1 is easily satisfied since most agent dynamics
systems and geometrically feasible regions can be considered
as bounded closed sets.

Definition 2: An extended valued function Q : Rn → R ∪
{+∞} is called coercive if Q(q) →+∞ as ‖q‖ → +∞.

Lemma 1: The objective function J (dp) + R(dc) of (29)
is coercive on feasible set E = {(dp, dc) : 1 · dp − 1 · dc = 0}.

Proof: Since J (dp)+R(dc) contains indicator functions and
their corresponding sets are all bounded closed sets, J (dp)+
R(dc)→+∞ when ‖(dp, dc)‖ → +∞. Then it follows that
Lemma 1.

Lemma 2: For any fixed and feasible dp (or dc),
the optimization problem argmindc

{J : 1 · dc = dp}
(or argmindp

{J : 1 · dp = dc}) has a unique minimizer.

Meanwhile, the map H(dp) � argmindc
{J : 1 · dc = dp}

(or H(dc) � argmindp
{J : 1 · dp = dc}) is a Lipschitz

continuous map.
Proof: Lemma 2 is obviously established. Since 1 is a iden-

tity matrix, equation 1 · dc = dp (or 1 · dp = dc) has unique
solution and the map H will be a linear operator.

Lemma 3: The indicator functions IEF and IEOi
are lower

semi-continuous on the sets EF and EOi respectively.
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Proof: Since the indicator function on bounded closed set is
lower semi-continuous and EF and EOi are all bounded closed
set, it follows that Lemma 3.

Based on above assumptions and lemmas, problem (29) sat-
isfies the convergence conditions in reference [23], and the
proof is identical to [23] so that the convergence theorem of
proposed algorithm can be obtained as follow.

Theorem 1: Assume that the objective function in (1)
is Lipschitz differentiable, then for sufficiently large σ ,
the solution sequence (d̃k, d̂k, d̄k, ďk, w̃k, ŵk, w̄k) computed
by Algorithm 1 has limit points and these limit points
are stationary points of augmented Lagrangian function
Lσ (d̃, d̂, d̄, ď, w̃, ŵ, w̄).

V. SIMULATION RESULTS

In this section, simulation results are presented to verify the
feasibility and effectiveness of proposed algorithm. It is noted
that proposed algorithm is a relatively general framework and
has no special restrictions on the dynamics model of agent.

For brevity without loss of generality, we set all agents to
be the common circular mobile vehicles with same radius r for
simulation. In practical applications, the time is discrete and
the trajectory of each agent consists of a series of way-points.
Therefore, the dynamics model of agent i is discrete and can
be written as:

xi(n+ 1)− xi(n) = tf
N − 1

vi(n) · cos θi(n)

yi(n+ 1)− yi(n) = tf
N − 1

vi(n) · sin θi(n)

θi(n+ 1)− θi(n) = tf
N − 1

ωi(n) (31)

where (xi, yi), θi, vi, ωi are the coordinates, orientation angle,
velocity, angular velocity for the center of agent i respectively,
tf is the traveling time, N is the number of way-point, n =
1, 2, . . . , N−1, and i = 1, 2, . . . , Na. Meanwhile, the decision
variable d can be denoted as:

d =
[
s(1)�, s(2)�, . . . , s(n)�, . . . , s(N)�, tf

]�
(32)

where s(n) = [s1(n)�, . . . , si(n)�, . . . , sNa(n)�]�, and si(n) =
[xi(n), yi(n), θi(n), vi(n), ωi(n)]�.

As a result, the whole MACMP problem can be set as:

min
d

J(d) = μt · tf + μi ·
Na∑

i=0

N−1∑

n=0

‖vi(n+ 1)− vi(n)‖22

+ μi ·
Na∑

i=0

N−1∑

n=0

‖ωi(n+ 1)− ωi(n)‖22 (33)

s.t. (31), Oi(d) ≥ 0, d ∈ B, i = 1, 2, . . . , Na (34)

Oi(d) is the collision-free constraint of agent i and its specific
form can be written as:

‖pi(n)− pj(n)‖2 ≥ 2r + ls, j = 1, 2, . . . , Na, 	= i (35)

where pi denotes the center coordinate of agent i and ls is
safety margin. Therefore, problem (25) is actually a quadrati-
cally constrained quadratic program (QCQP) problem.

We will discuss the performance of proposed algorithm
based on two cases. To illustrate the effectiveness of proposed

TABLE I
SIMULATION PARAMETERS

Fig. 1. Planned trajectories of proposed algorithm for 10 agents.

TABLE II
COMPARISON RESULTS

algorithm, we utilize the interior point method (IPM) [24]
implemented by IPOPT and PCDO [16] algorithm to achieve
comparison with proposed algorithm in Case 1.

For each smaller sub-problem (19), (21), (27), we also uti-
lize IPOPT to solve and the accuracy of IPOPT is uniformly
set to 10−06. The platforms and versions for modeling and
computation are Microsoft Windows 10(Intel Core i5-10400F),
MATLAB(2020b), AMPL(3.6.7) and IPOPT(3.12.13).

A. Case 1: Cooperative Planning for 5 Agents and 10
Agents

In this case, we will verify the performance of proposed
algorithm for 5 agents and 10 agents. The simulation param-
eters are listed in Table I, where the units are adopted as the
International System of Units (SI). For 5 agents, the σ is set
as 80 and for 10 agents, it is set as 1000.

In order to initialize d̄0, ď0 in Algorithm 1, we construct
the initial position coordinates with a trivial straight line from
start point to end point, while other variables are set to 0 and
tf is set as 1. It should be emphasized that above operation
indicates that we do not provide an initial guess for proposed
algorithm. Similarly, the initial guesses for IPM and PCDO
are not provided.

The comparison results for 5 agents and 10 agents are listed
in Table II, and the simulation results of proposed algorithm
for 10 agents are depicted in Fig. 1, where the start and end
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Fig. 2. Influence of the number of agent and waypoint.

points of each agent can be found. In Table II, proposed algo-
rithm and PCDO can successfully solve the MACMP problem
for 5 agents and 10 agents, but IPM only solves the problem
for 5 agents and fails for 10 agents.

Although the optimality of IPM and PCDO is relatively
better, the proposed algorithm has an obvious advantage
in computation time and the calculated trajectories are still
smooth, as shown in Fig. 1. Specially, for 10 agents, the objec-
tive function value of the proposed algorithm is 1.46 times
that of PCDO, but the computation time of PCDO is 3.53
times that of the proposed algorithm. Therefore, the proposed
algorithm can obviously improve the computational efficiency
while guaranteeing a certain optimality.

B. Case 2: Influence of the Number of Agent and
Waypoint

In actual application, the number of agent Na and way-
point N both have the influence on computational efficiency
of MACMP problem. Since the optimal control sub-problem
in proposed framework is calculated in parallel, change in Na
mainly influences collision-free sub-problem, while change in
N will influence each sub-problem. In this case, we will test
the impact of different number of Na and N on computational
efficiency. The results are depicted in Fig. 2, which shows that
increasing Na and N will both increase the computation time.
When Na remains unchanged, although choosing a large N will
make the trajectory smoother, it will increase the computation
time, thus the selection of N needs to balance smoothness and
solution efficiency [10].

VI. CONCLUSION

In this letter, we propose a relatively general algorithmic
framework for solving MACMP problem. Based on ADMM,
the original complex problem is decomposed into different
types of sub-problems, while the introduction of copy variable
and the proposal of FSTRT strategy further decouple sub-
problems and realize parallel computing. The convergence of
ADMM is analyzed, and the simulation and comparison results
show that proposed algorithm can better balance optimality
and computational efficiency.
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